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Abstract

Free energy calculations for the transfer of a water molecule from the pure liquid to
an interior cavity site in a protein are presented. Three different protein cavities, in bovine
pancreatic trypsin inhibitor (BPTI), the I106A mutant of lysozyme, and in the I76A
mutant of barnase, represent very different environments for the water molecule, one which
is polar, forming four water-protein hydrogen bonds, and two which are more hydrophobic,
only forming one or two water-protein hydrogen bonds. The calculations give very different
free energies for the different cavities, with only the polar BPTI cavity predicted to be
hydrated. The corresponding entropies for the transfer to the interior cavities are
calculated as well and show that the transfer to the polar cavity is significantly entropically
unfavorable while the transfer to the non-polar cavity is entropically favorable. For all
proteins an analysis of the fluctuations in the positions of the protein atoms shows that the
addition of a water molecule makes the protein more flexible. This increased flexibility
appears to be due to an increase length and weakened strength of protein-protein hydrogen
bonds near the cavity.

Similar free energy studies are performed on the three proteins at high pressure, 3
kbar. As in the 1 atm studies BPTI is the only protein that should be hydrated at 3 kbar,
however the ∆Gprotein changes appear to be not strongly dependent on the number of
hydrogen bonds available. Changes in protein structure and flexibility are analyzed in an
attempt to more fully understand the changes proteins undergo prior to pressure induced
denaturation. These changes can help understand the forces at work in the last stages of
protein folding. The role of interior water in this process is also analyzed.

Changes to the fluctuating charge algorithm that handles polarizability in molecular
dynamics simulations were performed to allow for longer time steps. The fluctuating charge
model treats partial charges as variables which are propagated using Lagrangian dynamics.
A coordinate transform to normal mode charge variables is applied to the TIP4P-FQ
model of water to decrease the coupling between the atomic and charge degrees of freedom.

ix



Chapter 1

Introduction and Background

1.1 Proteins and Interior Waters

Historically proteins have been split into two classes based on the appearance of their

quaternary structure, fibrous and globular. While fibrous proteins are a vital components

of living systems with members including keratins and collagen, the more prevalent of the

two types is the globular protein.21 So named for its globule or spherical shape, the

terminology predates techniques such as x-ray crystallography. The folding pathway of

these proteins is believed to be largely guided by the hydrophobic effect. That is to say, the

non-polar amino acid residues will aggregate in the central portion of the folded structure

while the more polar side-chains favor the exterior sections of the tertiary structure where

they are able to interact with the aqueous environment.6,21 This folding process begins

with the formation of the secondary structure, α helices and β sheets, followed by the

collapse of the hydrophobic groups and expulsion of the majority of solvent water from the

interior.21 This pathway results in well-packed interiors, however they are not without

defects in the form of cavities. Cavities large enough to contain at least one water molecule

account for approximately 1% of the total protein volume, or 1 cavity per 4 amino acid

residues.7–10 In fact proteins with cavities formed by mutation are still able to function,
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unless the hydrophobicity of the protein core is altered.11 There are proposed roles for

naturally occurring cavities within a protein structure, which are to minimize strain caused

by dense packing and increase protein flexibility.11

Water in proximity to proteins are typically divided into three categories.12 The

first is bulk water which surrounds the protein but does not have strong interactions with

the residues. The second is surface water which does interact with the protein. The third

type of water is found in deep clefts or protein cavities where is does not exchange rapidly

with either of the first two types. The extent of hydration of protein cavities is a complex

question to answer. Typical techniques used to determine the structure of proteins in

solution are X-ray crystallography, nuclear magnetic resonance imaging (NMR), and

neutron diffraction. A 1994 study of protein cavities imaged using these techniques

indicated approximately 18% of the cavities large enough to contain a water molecule were

hydrated.7 That results in approximately 1 water molecule for every 27 amino acid

residues was based on the study of 75 protein structures. The average number of hydrogen

bonds, or polar contacts, between the buried water moieties and their surroundings

determined in these early studies was between 3 and 3.23.7,9,13 However the ability to

detect water molecules is highly environment dependent, and will be more difficult to

detect in cavities with 2 or less hydrogen bonds available. While the paper by Goodfellow

et al. noted that 42% of the buried waters in their study had 2 or less polar contact with

the amino acids bordering the site the majority of those were in contact with other waters

in a interior water cluster. The difficulty in detecting waters in less enthalpically favored

environments is due to their disorder, making detection by traditional x-ray techniques

difficult while spectroscopic methods like NMR are able to detect water in a broader range

of environments. While NMR is able to avoid some of the pitfalls of under-detection of

interior water their are questions in the literature regarding over-detection.1

The presence of waters in hydrophilic cavities is easily grasped, as they can serve as

hydrogen bond bridges between otherwise unsatisfied polar moieties thereby relieving

2



internal strain. However buried waters and interior cavities may serve more of a functional

purpose.7,12,16,30 While often referred to as packing defects, the presence of water in

internal cavities and voids are usually conserved between protein homologs such as the

serine proteases.7,17 A 1998 study proposed that the movement of water through interior

cavities in serine proteases is necessary for substrate binding.18 A more recent study

involving Cytochrome C Oxidase, a membrane protein that acts as a protein pump and has

a role in ATP synthesis of aerobic cells, does not function without the presence of water in

the catalytic cavity.30

Examples of proteins with hydrophobic inner cavities include two produced by point

mutations. The isoleucine 76 to alanine mutant of barnase, and the isoleucine 106 to

alanine mutant of human lysozyme. In each case the crystal structure indicates the

presence of an interior water despite the surrounding cavity having two or less hydrogen

bonds available. The detection of water in such a disordered environment is attributed to

the small available volume in each cavity which limits the positional disorder of the oxygen.

The resolution of both proteins in the crystal structure was under 2 angstroms with

barnase measured at 1.9 Å and lysozyme at 1.8 Å.

Their are 3 protein units within the unit cell of the barnase mutant which has P 32

symetry(Figure 1.1). Of these units, A, B, and C, only one, protein C (in red), had

sufficient electron density to identify the presence of a water molecule. There are no large

changes between the three crystal structures, in fact the root-mean-squared deviations

(RMSD) of the structures are negligible. The protein cavity is largely hydrophobic with

only the polar oxygen of Phe 7 available to hydrogen bond (Figure 2.1). The mutation of

the isoleucine residue into the smaller alanine resulted in the formation of an interior

cavity. A second isoleucine, residue 88, rotated into the space created by this mutation

(Figure 2.4). The wild-type Barnase is a non-specific ribonuclease produced by Bacillus

amyloliquefaciens and is found in an extracellular environment.19 This bacterial enzyme is

toxic to the cell with the active site centered around His 102.20

3



Figure 1.1: Ribbon structure of three proteins in unit cell of 1BRI.

The lysozyme is a mutant of human lysozyme which hydrolyzes 1,4-β-linkages in

chitodextrins. The largest of the proteins studied it has 130 residues and is extensively

studied both in the human variation and those in this protein family but expressed in other

organisms (Figure 1.4).3–5,15,16,24 A 1993 report by Pepys et al.25 even suggested a link

between Lysozyme mutants and amyloid fibrils. The mutant of lysozyme formed when the

Ile 106 is mutated into an Ala has two possible hydrogen bond donors indicated in the

x-ray crystal structure (Figure 1.5).

The bovine pancreatic trypsin inhibitor is one of the most studied proteins both for

its small size and pharmaceutical applications (Figure 1.6).26 The protein is marketed as a

pharmaceutical for use in open heart surgery. There are four internal waters in this

relatively small protein containing 58 residues of these water molecules, 3 are grouped

together while 1 is isolated in a polar cavity with 4 possible hydrogen bonds (Figure 2.13).3
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Figure 1.2: The water molecule W274 in the interior of the I76A mutant of barnase, from
the 1BRI crystal structure.2 The figure was made using MOLSCRIPT.2

1.2 Higher Pressure

The effect of increased pressure on globular protein structure and function is not

completely intuitive. For instance while the change in volume upon denaturation is small

at atmospheric pressure, with the unfolded protein occupying slightly more volume then its

folded counterpart, the volume of the denatured protein is more compact at elevated

pressure. This is contrary to the predicted effect using a simple hydrocarbon model.8,13–17

The dynamics of proteins under pressure have been analyzed to try to understand

conformational changes proteins undergo prior to denaturation.5–8 Studies of the

denaturation process at increased pressure allow the role of decreased total volume to be

separated from other variables that contribute in thermal or chemical unfolding.6,9–12 A

thorough understanding of the forces involved in protein unfolding can be used to unravel

the forces at work in the complicated process governing the transition from the molten

globule stage to the final tertiary structure.12,18–21

These pressure induced changes have also raised questions regarding the role of
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Figure 1.3: Wild−type structure versus mutant structure cavity with Ile 88. Wild-type
structure is seen in purple, the mutant in silver. The circled moiety is the crystal water in
the mutant structure. Proteins visualized using VMD software.

buried waters with earlier work indicating that internal water or the introduction of water

into unoccupied cavities is a possible nucleation point for the process5,13,42,43 Ideally X-Ray

crystallography could be used to fully elucidate the nature of the structural changes,

however acquiring structures at high pressure requires specialized equipment and problems

with the instability of the crystal also hamper data collection.24,42 Methods such as NMR

have come to the forefront in the attempt to elucidate the nature of the structural changes

at increased pressure.9,11,12,18,42,44 While in depth studies of such data can be used to

determine shifts in hydrogen bond lengths and angles the exact role of the internal water is

difficult to study via such experiments. The theoretical studies performed have been

hampered by difficulty characterizing the small changes in hydrogen bond lengths, which

often falls within the calculated error.45

The role of buried waters in structural changes that occur at higher pressure can be

explored through molecular dynamics studies where interactions between the protein and

the internal water can be turned on and off. The process of calculating the free energy of

6



Figure 1.4: 2HEA asymmetrical unit from crystal structure :ribbon structure

hydration also affords the opportunity to observe the hydration dependence of hydrogen

bond lengths, volume, and overall protein flexibility. These data can be combined to form

both a more thorough understanding of the effects of pressure on protein dynamics and the

contribution of internal waters in any changes that occur.

1.3 Simulations

The majority of the calculations presented in this work will have been performed without

the addition of polarizability, that is the electron density does not respond to changes in

the local environment. A typical potential for such a system is seen in Eq 1.1.

U =
∑

bonds

KB(r − r0)
2 +

∑

angles

Kθ(θ − θ0)
2

+
∑

dihedrals

∑

n

Vn

2
(1 + cos(nφ − γ))

+
∑

nonbondedpairs

4εij[
(σij

rij)

1

2 −
(σij

rij)

6

] +
qiqj

rij

(1.1)
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Figure 1.5: The water molecule W445 in the interior of the I106A mutant of lysozyme, from
the 2HEA crystal structure.15 The figure was made using MOLSCRIPT.2

The r is bond length, K is the force constant, the bond angle is θ, the dihedral angle is φ,

and the barrier height is Vn. The equilibrium or average values are r0 for bond length, θ0

and γ for equilibrium angles. The coulombic interaction is qiqj/rij and the intermolecular

forces are described with a Lennard-Jones interaction, (σij/rij)
12 − (σij/rij)

6. The nature

of the repulsive component of the Lennard-Jones (r−12) and the long range attractive

portion (r−6) can be seen in Figure 1.8. A rough polarizability is included in the

parameterization of the charges for the coulombic interactions and the σ values for the

Lennard-Jones interaction.1

Free energies can be obtained from one of two main methods, thermodynamic

integration and free energy perturbation.12 In thermodynamic integration the free energy

change from the empty state, λ = 0, to the hydrated state, λ = 1 is determined through

the relationship seen in Eq 1.2, where the integral is approximated using the trapezoidal

rule. Simulations at several values of λ are done, and averages 〈· · ·〉λ are calculated.

G1 − G0 =
∫ 1

0
〈
∂V

∂λ
〉λdλ. (1.2)
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Figure 1.6: 5PTI assumed biological unit ribbon structure

For free energy perturbation the value of ∆G is determined by

∆G = G1 − G0 =
∑

i

Gλ(i+1) − Gλ(i) (1.3)

=
∑

i

(−RTln〈e−
[Vλ(i+1)−Vλ(i)

RT
]〉λ(i)). (1.4)

While both the forward λ → λ + δλ and λ → λ − δλ are calculated and should give the

same average change in free energy, the magnitude of the errors are different and therefore

the average value will be skewed.13

Many methods for treating polarizability exist (dipole polarizibility, shell models,

fluctuating charges). Dipoles introduce new interactions and so are more computationally

expensive. Fluctuating charge models do not introduce new intermolecular interactions so

are in principle less expensive. Applications to proteins have so far required the use of a

smaller time step.1,2,22

An advantage of the addition of polarizability through electronegativity equalization

is that it allows the addition of polarizability without requiring the new interactions. A

9



Figure 1.7: The water molecule W122 in the interior of BPTI, showing the hydrogen bonds
to the protein backbone. The coordinates are from the 5PTI crystal structure.3 The figure
was made using MOLSCRIPT.2

Taylor series, where we ignore higher level terms, can be used to express the energy to

create a charge, q, on an atom

U(q) = E0 + χ0q + 1/2Jq2. (1.5)

From this Taylor series the ionization potential, IP, is U(1) − U(0), and the electron

affinity , EA, is U(0) − U(−1). The coefficients for the Taylor series can be determined

using the following relationships IP = χ0 + 1/2J and EA = χ0 − 1/2J , therefore

χ0 = 1/2(IP − EA) and J = IP − EA. The definition for χ0 is Mulliken’s definition for

electronegativity, and 1/2J = η the hardness of an atom.51 For molecules the

Electronegativity Equilization model becomes

U(q) =
∑

α

(E0,α + χ0
αqα + 1/2Jααq2

α) +
∑

α

∑

β>α

Jαβ(rαβ)qαqβ (1.6)

where Jαβ is dependent on atomic distances and approaches 1/rαβ at large distances.1
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Figure 1.8: The Lennard-Jones interactions

With the charge constraints

Nq
∑

α=1

q̇i,α = 0
Nq
∑

α=1

q̈i,α = 0 (1.7)

the undetermined multiplier, λ can be determined

U ′ = U + λ
∑

qU(q) = U(q) − λ(
∑

α

qα − qTOT ). (1.8)

In neutral molecules this gives

(
∂U

∂qα

) − λ = 0. (1.9)

Since this is true for all atoms, and ∂U/∂q is the electronegativity the minimization of

energy is as simple as equalizing the electronegativities

χα = (
∂U

∂qα

) = χ0
α + Jααqα +

∑

β 6=α

Jαβrαβqβ. (1.10)
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To avoid the computational expense of the iterative method or matrix inversion the

charges in the fluctuating charge method are propagated according to Newtonian

mechanics with the extended Lagrangian.14 Charges are given a fictitious mass, Mq, and

the equations of motion are calculated.

Mqq̈iα = −
∂U

∂qiα

− λi (1.11)

λi = −
1

Natoms

Natoms
∑

α=1

∂U

∂qiα

(1.12)

(1.13)

The iterative method is used to determine the charges exactly at the beginning of a

simulation, and at periodic intervals throughout the simulation to keep the charges cool.1

The fluctuating charge method is less computationally expensive then the iterative

method, but charge temperature requires a small time step for some applications. The

change in algorithms we explore attempt to address this problem.

12
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Chapter 2

Protein Simulations at 1 bar

2.1 Introduction

Molecular dynamics simulations were performed on 3 proteins, the Bovine Pancreatic

Trypsin Inhibitor (BPTI), the I76A mutant of Barnase, and the I106A mutant of

Lysozyme. All of these proteins have x-ray crystal structures that indicate the presence of

water in isolated cavities.2,3,15 The three protein cavities involved have varying degrees of

hydrophobicity indicated in the original crystal structures. The barnase and lysozyme

mutants were created with sufficiently small cavity volumes to limit the disorder of the

internal water and facilitate its observation with x-ray crystallography. The cavity within

BPTI isolates the water in a rigid ice-like structure, while the more hydrophobic cavities in

the barnase and lysozyme mutants have 1 and 2 available polar groups lining the cavity,

respectively.

The studies were performed using the Amber 6.0 molecular dynamics programs.

Calculations to determine the free energy, entropy, and enthalpy of hydration were

performed using free energy perturbation. Interactions with the interior water were scaled

in using a coupling term of λ.
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Eλ = λEhydrated + (1 − λ)Eempty (2.1)

∆G =
∑

i

Gλ(i+1) − Gλ(i) =
∑

i

−RTln〈e
−Eλ(i+1)+Eλ(i)

RT 〉λ(i) (2.2)

The resulting coordinate trajectories were analyzed to determine changes in hydrogen

bonding, flexibility, and volume. This data can not only be analyzed for the end points of a

completely hydrated or empty cavity, but can also be determined at every value of λ. From

this complete set of data the hydration dependence of properties can be calculated.

The disorder of water in hydrophobic protein cavities increases its B-value in x-ray

crystallography which makes its identification in a crystal structure difficult.1,6–10

Computational studies to determine free energy of hydration can be used to help

understand the entropic and enthalpic costs of removing a water from the bulk solvent and

placing it inside a variety of protein environments.15 Another question regarding buried

water which computational studies can help answer is how it effects protein flexibility and

stability.7,8 This can not only be studied at the two extremes, empty and hydrated, but

also the dependence of flexibility on extend of hydration. The role of buried water in a

variety of protein processes from enzyme catalysis to ligand binding has been accepted for

some time, necessitating a thorough understanding of its effects and the ability to predict

it’s presence.13–15
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2.2 Barnase I76A Mutant

The free energy for adding a water to the empty cavity (see Eq. 5.5)

H2Oni + protein{empty cavity}
∆Gloc−→ protein{H2O

loc
ni } (2.3)

protein{H2O
loc
ni }

∆Ginter−→ protein{H2O} (2.4)

is negative for barnase, however the hydration process is a competition between ∆Gprotein

and the free energy of removing a water molecule to the pure liquid, ∆Gwat. So while

∆Gprotein is negative for barnase the ∆Gwat is sufficiently positive to make the overall

process unfavorable, with a positive ∆Ghyd (Table 2.1). Our calculated ∆Ghyd for barnase

is much larger than the −2.0 kcal/mol estimate based on the stability of the barnase

mutant, taken to have a filled cavity, relative to other Ile→Ala mutants with empty

cavities.2

Table 2.1: Barnase ∆G at values at 283, 298, 313K and Protein Entropy and Enthalpy
Values Numbers in parenthesis represent 95% confidence limits.

Protein Water Hydration
∆G (kcal/mol) 283K -1.2(2) 6.36(6) 5.1(2)
∆G (kcal/mol) 298K -1.5(1) 6.18(3) 4.7(1)
∆G (kcal/mol) 313K -1.3(2) 5.99(5) 4.7(2)

∆S (cal/mol/K) 4(9) 12(3) 16(9)
−T∆S (kcal/mol) -1(3) -3.7(8) -5(3)

∆H (kcal/mol) 0(3) 9.85(8) 10(3)

From the temperature dependences of the free energies, the entropy found from

∆S = −(
∂∆G

∂T
)P,N (2.5)

∆S ≈ −(
∆G(T + ∆T ) − ∆G(T − ∆T )

2∆T
) (2.6)
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is seen in Table 2.1. The error associated with the calculation of entropy is significantly

larger then other thermodynamic data. Thus, longer simulation times are required to lower

the total error of the free energy measurements which in turn decreases the error bars on

∆S.19 The entropic contribution to ∆Gwat is unfavorable and is in good agreement with

the experimental value of -12.24 cal/mol/K.17 The entropy of hydration for the barnase

cavity is positive (∆Shyd=16±9 cal/mol/K), indicating that while the process has a

positive free energy, it is entropically favored. The enthalpy change can be found from ∆S

and ∆Ghyd that is calculated using the linear fit of the temperature data. This method

gave a ∆Ghyd of 4.7±1 kcal/mol for barnase, and there for the enthalpic cost of placing

hydrating the protein is 10±3 kcal/mol.

The x-ray crystal structure of the barnase mutant shows a water in an environment

with a single hydrogen bond donor, identified at the carbonyl oxygen position of

phenylalanine 7 (see Figure 2.1). In an analysis of the trajectory of the hydrated protein

Figure 2.1: The water molecule W274 in the interior of the I76A mutant of barnase, from
the 1BRI crystal structure.2 The figure was made using MOLSCRIPT.2

with, λ = 1 and λ = 0.95, a shift in the water position was noted, this shift allowed the

water to hydrogen bond to the carbonyl oxygen position of tyrosine 97. This atom is far

20



enough from Phe 7 that the water molecule cannot simultaneously form hydrogen bonds to

both oxygen atoms, resulting in the water exchanging between the two positions during the

course of the simulation. When the distance between both protons and the two possible

hydrogen bond donors are observed any distance that is less than 2.25 Å can be assumed

to be a real hydrogen bond. Using this method the water in this cavity is very dynamic
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Figure 2.2: Hydrogen bond distance between the H of the cavity water (WTP) and the
carbonyl oxygen of a) Phe 7 and b) Tyr 97.

with a C2 flip occurring to allow both protons to share the single available site of hydrogen

bonding. While bound at the O on Phe 7 the single hydrogen bond is split between the

two water proteins with an average flipping time of 4.6 ps (Figure 2.2 a). The water

molecule occupies the site by the Tyr 97 13.1% of the simulation time at λ = 0.95. In the
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secondary binding site, as in the first binding site, only one hydrogen bond is formed. The

protons flip in this site about once every 14 ps (Figure 2.2 b). This longer residency time

can be explained in part by the stearics of the cavity by Tyr 97, where the water must

partially exit the cavity before the flip can occur.

Flexibility can be determined through the use of the mean square fluctuation in the
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Figure 2.3: Mean square deviation of the full protein backbone (�) and protein backbone
atoms within 6 Å of the cavity water (+) from the reference structure of 1BRI. Errors
reported are 95% confidence limits.

atomic positions, 〈∆r2
i 〉. This is calculated from

〈∆r2
i 〉 =

1

N

N
∑

j=1

(ri(tj) − r̄i)
2 (2.7)

where ri(tj) is the position of atom i at time tj and r̄i is the average position of atom i over

the N stored time values. To eliminate motion due to translations and rotations of the

protein, each configuration is rotated and translated onto a reference structure (the original

crystal structure) prior to calculating 〈∆r2
i 〉 from Eq. 2.7 This is similar to calculating

thermal B−factors in x-ray crystallography and allows the mobility to each atom to be
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measured. A larger 〈∆r2
i 〉 value indicates that an atom is able to move to a greater extent

during the course of the calculation. In general, the backbone heavy atoms show the

smallest 〈∆r2
i 〉 and these are the values which can be calculated with the most precision.

For this reason, we choose to focus on these atoms to examine the differences in 〈∆r2
i 〉 with

and without the interior water molecule. The flexibility trends are constant whether just

the backbone is analyzed or heavy atoms on side chains are included. The average 〈∆r2
i 〉

Figure 2.4: Wild-type structure versus mutant structure cavity with Ile 88

for the full protein was calculated as was the value for those atoms that fall within 6 Å of

the protein cavity (Figure 2.3). The slope of the linear fit increases of 0.033 Å2 and 0.10 Å2

for the entire protein and close residues, respectively. One atom which decreases its value

mean square fluctuations when the water is present is Ile 88 Cδ. This atom borders the

cavity and the rotation of Ile 88 from its position in the wild-type structure is what creates

the cavity (Figure 2.4).2 While other atoms show an increase in 〈∆r2
i 〉, for this atom 〈∆r2

i 〉

decreases from 0.43±0.03 Å2 to 0.23±0.02 Å2. The increased mobility of this atom in the

absence of water may be due to the space created by the loss of the water. The polar atom

bordering the barnase cavity (Phe 7 O) appears to get more flexible as the water is added
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Figure 2.5: Mean square deviation of heavy atoms in Barnase from the reference structure
of 1BRI. Errors reported are 95% confidence limits.

(Figure 2.5).

The increase in protein flexibility seen on hydration may be understood at least in

part by looking at the hydrogen bonds formed near the cavity. The carbonyl oxygen of Phe

7 has one hydrogen bond partner other than the water (Figure 2.1). This hydrogen bond

formed to the proton of Ala 11, is shorter when the cavity is empty with a length of 2.06 Å

than for the hydrated state with a length of 2.18 Å (Figure 2.6). The decrease in strength

of this hydrogen bond, as judged by bond length, might help explain the neutral ∆Hprotein

determined for this protein. The formation of the water−protein bond is at the cost of the

weakening of a protein−protein hydrogen bond.

While no hydrogen bonds are gained or lost within 6 Å of the protein cavity,

although one does get weaker, there are changes in overall hydrogen bonding elsewhere in

the protein. Calculations were performed which determined the percent of the simulation
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hydrogen bonds existed. The cutoff of a hydrogen bond was a Donor· · ·H−Acceptor angle

of 90 degrees and donor−acceptor distance of 4 Å. Each possible combination of donor and

acceptor atoms in the crystal structure was assigned a hydrogen bond number within the

Carnal program. The calculation to determine which of these donor and acceptor atoms

fell within the cutoff was performed for every picosecond of simulation time. From this a

clear image of what hydrogen bonds are formed and lost during the simulation can be seen

when the difference of these hydrogen bond calculations is plotted. By taking the difference

of the two states both the hydrogen bonds that are weak and those that are of the same

strength in both states will be found near the baseline. This leaves any hydrogen bond that

is found when the protein cavity is empty with have a strong positive value, while any

hydrogen bond that is formed upon hydration will have a large negative value (Figure 2.7).

While there are noticeable changes in the hydrogen environment between the empty and
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Figure 2.6: Distribution of hydrogen bond lengths between the H on Ala 11 and the O on
Phe 7 in both the empty and hydrated simulations of 1BRI.
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Figure 2.7: Percentage change in time hydrogen bonds exist between the empty and hydrated
states of 1BRI.

hydrated states the largest shift is seen in the hydrogen bond between the Hδ1 of histidine

18 and the O of leucine 14 (hydrogen bond # 2772). This bond falls within the cutoff

92.6% of the simulation for the hydrated state, but never falls within the cutoff when the

cavity is empty. There are 5 hydrogen bonds that have over a 40% change in percent

simulation time for the hydrated state, but none have that large a change for the empty

protein (see Table 2.2). Some of the changes that occur are within residues, that is a

different atom in a particular molecule is now participating in the hydrogen bond. There

are some secondary structure units that are affected as a result of these hydrogen bond

shifts. The hydrogen bond formed between His 18 and Leu 14 in the hydrated structure

involved the helix 1. There is a bond formed between β−turns 1 and 2, two bonds formed

between β−turns 3 and 4 and one in the transition between β−turns 6 and 7. Secondary

26



Table 2.2: Barnase hydrogen bonds that show large changes in binding at 1 atm

% Simulation Time
Hydrogen Bond Bond # Empty Hydrated

(HIS 18 ND1)−−(HIS 18 HD1)· · ·(LEU 14 O) 2772 0 92.6
(ASN 58 ND2)−−(ASN 58 HD21)· · ·(LEU 63 O) 10186 36.4 88.4

(LYS 49 NZ)−−(LYS 49 HZ2)· · ·(ASP 22 O) 8646 4 54.4
(LEU 63 N)−−(LEU 63 H)· · ·(ASN 58 OD1) 11905 41.6 91.6
(SER 80 OG)−−(SER 80 HG)· · ·(THR 79 O) 16068 23 71

structure determinations were done using the wiring diagram and assignments from the

structure summary in the pdb data bank.23 While these changes appear to be correlated to

the removal of water from the system, they could also be due to changes in the orientation

of the terminal amino acids. There was also some shift in solvent exposure (Figure 2.8).

The atoms that are solvent exposed in the hydrated structure do not appear to make any

hydrogen bonds when the protein cavity is empty. The average length of the hydrogen

bonds in the system were calculated for the hydrated and empty proteins, and the shift

was minimal and within error. The hydrated proteins bonds are 2.41±3 Å in length while

the empty proteins hydrogen bonds are 2.3±3 in length.

The addition of a water molecule may also change the size of the cavity. Cavity

volumes can be found by rolling a probe sphere around the van der Waals surface as

implemented in the Molecular Surface Package19 or VOIDOO20 programs. However, we

found that our results, especially for this protein were very sensitive to the size of the

probe sphere radius and consistent results results using the same probe radius for a

sequence of structures even along a single trajectory could not be used. A simple method

for estimating the volume is to define the cavity as an irregular polyhedron with vertices
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Figure 2.8: Percentage change in time solvent is hydrogen bound between the empty and
hydrated states of 1BRI.

defined by atoms on the edges. The volume of the tetrahedron is found from

V =
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(2.8)

where xi, yi, and zi are the coordinates of the four atoms21 For barnase, the polyhedron is

defined by 6 points, making two tetrahedron which share the same base. The base was

composed of Cγ1 Ile 88, Cγ2 Ile 96, and Cδ1 Ile 109. The first tetrahedron used O Phe 7 as

its vertex and the second used O Tyr 97 (Figure 2.9). Using this definition the original 3

protein chains from the crystal structure were analyzed. The volume of the cavity as
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Figure 2.9: Structure of cavity in I76A mutant of barnase showing the polyhedron for the
calculation of volume

defined in protein C is 23.5 Å3 and falls between the volumes for A, and B, 22.6 Å3 and

24.1 Å3, respectively. The similar cavity volumes agrees with the similarity of the three

structures as measured by the root-mean-square deviation (rmsd) overlap of the residues

within 6 Å of the interior water. The atoms in this region on protein C differed from those

on A by 0.17 Å and those on B by 0.13 Å. Determination of cavity volumes for a snapshot

taken every ps for the 1700 (λ = 0) and 2000 ps (λ = 1) simulations was performed using

the simple polyhedron method. The differences between the two cavities are small with a

total average volume of 26±3 Å3 for the hydrated cavity versus 24±3 Å3 for the empty

cavity. The difference between the volumes of the hydrated and empty cavity is smaller

than the fluctuations of the cavity. The volumes are about the same as those calculated

from the crystal structures. For the tetrahedron defined by the three base atoms and O

Phe 7, which is the site the water molecule occupies the majority of the time, the volume

difference is 13±2 Å3 for the hydrated protein versus 12±2 Å3 for the non-hydrated

protein. This is more than half the volume of the polyhedron made up of the two

tetrahedra, indicating that this tetrahedron is the larger of the two. The empty cavity is
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slightly tighter both in volume and its fluctuations, as given by the standard deviation.

Also of interest is the change in the torsion angle of the isoleucine 88 as the water is

removed. As mentioned earlier the rotation of this isoleucine is critical to the formation of

the cavity in which the water is found in the x-ray crystal structure. The two torsions of

interest are those formed by C −Cα −Cβ −Cγ1 (χ1) and Cα −Cβ −Cγ1 −Cδ1 (χ2). In the
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Figure 2.10: χ 2 versus time.

wild-type structure the average torsion angle across the three proteins found in the unit cell
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are 87 degrees for χ1 and 168 degrees for χ2. In the mutant structure, once again averaged

over the three proteins in the unit cell, χ 1 is 174 degrees, while χ2 is 147 degrees. If the

torsions for the trajectory of the hydrated protein, in particular χ2, are analyzed with that

of the distance to the O of Phe 7 a trend emerges (Figure 2.10). If the cavity is completely

empty, λ=0, the Ile rotates to partially fill the cavity some percentage of the time. The Ile

also rotates to occupy the empty cavity when the water moves to be near the Tyr 97. This

rotation into the cavity does not align with the wild-type position of the Ile 88. Instead of

the Ile orienting such that the CD1 occupies the cavity, it rotates the CG1 and CG2 into

the space. When the cavity is empty the torsion angle, χ2, is similar to that of the Ile in

the wild-type protein (Figure 2.11). The distribution of torsion angle, χ1, for the empty

Figure 2.11: Distribution of χ2 torsion angle in barnase simulations

cavity indicates a shift away from the angle found in the mutant crystal structure.

However, the new torsion angle is slightly lower then that of the wild-type(Figure ??).

This behavior is only present when the water does not occupy the cavity. Even at λ =0.025

the torsion angle reverts back to that seen in the x-ray crystal structure of 1BRI.
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Figure 2.12: Distribution of χ1 torsion angle in barnase simulations

2.3 Bovine Pancreatic Trypsin Inhibitor (BPTI)

For BPTI our calculations find that ∆Gprotein is greater in magnitude then ∆Gwat and for

this cavity ∆Ghyd is negative. Our calculations then indicate that the polar cavity in BPTI

is hydrated with a significantly negative ∆Ghyd(Table 2.3).

Table 2.3: BPTI ∆G at values at 283, 298, 313K and Protein Entropy and Enthalpy Values
Numbers in parenthesis represent 95% confidence limits.

Protein Water Hydration
∆G (kcal/mol) 283K -11.0(2) 6.36(6) -4.6(2)
∆G (kcal/mol) 298K -10.9(1) 6.18(3) -4.7(1)
∆G (kcal/mol) 313K -10.3(2) 5.99(5) -4.3(2)

∆S (cal/mol/K) -24(9) 12(3) -12(9)
−T∆S (kcal/mol) 7(3) -3.7(8) 3(3)

∆H (kcal/mol) -19(3) 9.85(8) -9(3)

Again the temperature dependence of the free energies can be used to calculate

entropy. In the case of BPTI we have a large body of literature with which to compare out
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data. The unfavorable nature of the entropic component of free energy is expected as the

transition is to a well ordered state. There is gas phase mass spectroscopy data on BPTI,

where the ∆S for the transfer of a water molecule from the vapor to the protein at 0◦ C is

-62 ± 5 cal/mol/K,11 giving an entropy change of -33 ± 5 cal/mol/K for the transfer from

the liquid phase to gas phase BPTI.23,24 This deviation from our calculated value maybe

due to the difference in the vibration modes in the two phases, gas phase and solution. It

may be binding at a different site in the gas phase experiments.

The study of Fischer et al. estimated the ∆S from the vibrational normal modes

with solvent modeled using a distance dependent dielectric constant. This gives a ∆S of

-13.4 cal/mol/K for the vibrational entropy difference between hydrated and empty BPTI.

If the rotational entropy of gas-phase water is subtracted (∆Srot = 10.6 cal/mol/K) then a

value of ∆S equal to -24 cal/mol/K is found.9 This entropy change is for a process

comparable to Eq. 5.5: a translationally restrained but rotationally free water plus an

unhydrated BPTI going to hydrated BPTI. The Fischer, et al. estimate of -24 cal/mol/K

contains a part due to the ordering of the water molecule in the protein environment and

also a contribution from a change in the low frequency vibrational modes, indicating a

more flexible protein.9

The enthalpy changes are found using ∆H=∆G+T∆S. For BPTI, ∆Hprotein is

-19±3 kcal/mol, which is about the enthalpy change expected upon forming four hydrogen

bonds. The measured value for gas phase BPTI is −21.3±1.0 kcal/mol11 and a calculated

value for gas phase BPTI is -19.8 kcal/mol,7 indicating that ∆Hprotein, unlike ∆Sprotein, is

similar for the gas and liquid phases. The binding site of the water in these experiments is

not known, so comparisons with our calculated values should be considered as speculative.

The calculated enthalpy change for removing a water molecule from the pure liquid is

9.85±0.08 kcal/mol, which is close to the experimental value of 9.974 kcal/mol.17 Since the

removal of a water molecule from the liquid eliminates about two hydrogen bonds, this

value of ∆Hwater is consistent with an enthalpic cost of 5 kcal/mol per hydrogen bond. The
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overall enthalpy change for hydrating the cavity in BPTI, ∆Hhyd, is exothermic.

The isolated water in the BPTI interior makes four hydrogen bonds to the protein.

Of these four atoms (the carbonyl oxygen on residues Thr 11 and Cys 38 and the amide

hydrogens on residues Cys 14 and Cys 38), only one, the carbonyl oxygen on Thr 11,

makes a hydrogen bond to another atom in the protein (Figure 2.13). Our simulations

reveal that the four hydrogen bond partners of the interior water do not form any new

Figure 2.13: The water molecule W122 in the interior of BPTI, showing the hydrogen bonds
to the protein backbone. The coordinates are from the 5PTI crystal structure.3 The figure
was made using MOLSCRIPT.2

hydrogen bonds as the water molecule is removed. Therefore, the addition of the water to

the BPTI cavity creates four new hydrogen bonds. In the pure liquid a water has (about)

four hydrogen bonds, but when the water is removed, the solvent can rearrange and remake

two hydrogen bond, so only two are lost. The creation of four new hydrogen bonds in the

BPTI cavity, as opposed to two lost in the liquid, and the fact that these hydrogen bonds

are with atoms that are, for the most part, not involved in other hydrogen bonds, explains

the large enthalpy change, ∆Hhyd. Analysis of the trajectories at λ = 1, indicate that the

water protons hydrogen bonded to the O on Thr 11 and the O on Cys 38 do not flip during
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the 2500 ps of our simulations, (Figure 2.14), this is agreement with the literature which

indicates the time scale for hydrogen exchange in BPTI will be on the order of 45 ns.26

Both of the water protons are within 2.8 Å of their respective hydrogen bond donors for

more than 99.5% of the simulation length. The water O-Cys 38 amide H distance is within

2.8 Å 98.2% of the time. The water O-Cys 14 amide H distance is within 2.8 Å only 82.5 %

of the time, indicating that this hydrogen bond is the least stable of the four hydrogen

bonds.
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Figure 2.14: Hydrogen bond distance between the two protons of the cavity water (WTP)
and the oxygen of Thr 11.

A look at the 〈∆r2〉 as a function of the parameter λ (λ=0 is the empty and λ=1 is

the hydrated state) shows that its value increases as the water-protein interactions are

scaled in (Figure 2.15). These results suggest that the protein gets more flexible when

interior cavities are occupied. The change in 〈∆r2〉 is larger for BPTI than it was for

barnase, perhaps because the water interacts more strongly with BPTI than it does with

barnase. The values of 〈∆r2〉 are smaller for the atoms close to the water, indicating that
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Figure 2.15: Mean square deviation of the full protein with side chains (�) and protein
backbone atoms within 6 Å of the cavity water (+) from the reference structure of 5PTI.
Errors reported are 95% confidence limits.

this is a more rigid than average region of the proteins, and also the mean square deviation

of the heavy backbone atoms close to the water changes less than the the average of all

atoms. The 〈∆r2〉 for all backbone atoms increases by 0.088 Å2 and for the close atoms it

increases by 0.038 Å2 with hydration.

The increase in protein flexibility seen on hydration may be understood at least in

part by looking at the hydrogen bonds formed near the cavity. Of the four protein atoms

which form hydrogen bonds to the water in the BPTI cavity, only one of these atoms (Thr

11 O) forms a second hydrogen bond with another protein atom. As the water molecule is

removed from the cavity, the bond between the O on Thr 11 and the H on Gly 36 becomes

slightly tighter with the average length decreasing to 1.92 Å from 2.05 Å (Figure 2.16). It

appears as we saw in the case of the barnase cavity that the hydrogen bonds between

protein atoms at the surface of the cavity get longer due to the presence of the buried

water. Although the local hydrogen bond stretching helps to explain the short range effects
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Figure 2.16: Distribution of hydrogen bond lengths between the H on Gly 36 and the O on
Thr 11 in both the empty and hydrated simulations of BPTI.

of removing the solvent water the changes are broader in scope. A plot of the 〈∆r2〉 values

for the hydrated and empty cavities shows that the change in hydrogen bonding is almost

global. Only atoms NH1 of Arg 17, Cδ and Cγ of Lys 15, Oδ2 of Asp 3, Cδ2 of Leu 6, and

Cγ2 of Thr 32 are more flexible when the cavity is empty and these differences are very

slight, less than 0.2 Å2 (Figure 2.17). Of these only three are in residues with distinct

secondary structure roles27 Asp 3 and Leu 6 are part of the G(3,10) helix secondary

structure and Thr 32 is part of an extended β−sheet. There are 60 atoms with a 〈∆r2〉

more than 0.2 Å2 more flexible when the protein is hydrated. While the largest changes

occur at the C terminus, the heavy atoms of Arg 39 and Lys 46 all experience changes

greater than 1.0 Å2.

While there are no hydrogen bonds formed between the amino acids bordering the

cavity there are changes in overall hydrogen bonding. Hydrogen bond numbers were
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Figure 2.17: Mean square deviation of heavy atoms in BPTI from the reference structure.
Errors reported are 95% confidence limits.

assigned to every possible hydrogen bond in the protein system. The percentage of the

simulation each bond fell within the 50o angular cutoff and the 4 Å donor to heavy atom

acceptor distance were calculated. In order to view only those hydrogen bonds

experiencing changes in residency time, the total percent residencies for the hydrated

bonds were subtracted from those of the empty state (Figure 2.18). Using this method

both weaker hydrogen bonds and strong bonds that don’t exhibit large scale changes will

be found near the baseline. A bond that has over a 40% difference in hydrogen bond

residency time is considered to be formed or lost during hydration. There are two bonds

that appear to be present when the protein cavity is empty, but not when its hydrated, and

two that are in the hydrated protein but not the empty (see Table 2.4) Three of the

hydrogen bonds lost/formed upon hydration involve a bond between helix 1 and the amino

acids bordering the structure. The secondary structure in question here is the G(3,10)
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Figure 2.18: Percentage change in time hydrogen bonds exist between the empty and hy-
drated states of BPTI.

helix.23 It is unknown what ramifications such a change in bonding would have on the

stability of the structure. The only other secondary structures involved near the

C-terminus and these bonds were weak in both states.

A treatment for an estimate of the cavity volumes similar to that employed for the

barnase mutant was for BPTI. A single irregular tetrahedra was constructed using vertices

that are the sites involved in hydrogen bonding: O Thr 11, O Cys 38, N Cys 14, and N Cys

38. As the water is in a stable hydrogen bond network between these 4 atoms, using them

as a definition of the volume the water can occupy is not unreasonable (Figure 2.19). The

volumes were again calculated for snapshots taken over a trajectory and averaged. The

hydrated cavity had a volume of 8.78(0.69) Å3 while the empty cavity had a slightly larger

average volume of 9.27(0.80) Å3. The hydrated cavity does appear to be slightly smaller,

perhaps due to the attractive forces between the water and the protein. The cavity size in
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Table 2.4: BPTI hydrogen bonds that show large changes in binding at 1 atm

% Simulation Time
Hydrogen Bond Bond # Empty Hydrated

(GLU 7 N)−−(GLU 7 HD1)· · ·(PHE 4 O) 736 75.2 26.1
(GLY 57 N)−−(GLY 57 HD21)· · ·(ARG 53 O) 6889 42.3 0.1

(LEU 6 N)−−(LEU 6 HZ2)· · ·(PR0 2 O) 673 8.4 53.2
(GLU 7 N)−−(GLU 7 H)· · ·(ASP 3 O) 735 16.7 51.8

Figure 2.19: Structure of cavity in BPTI showing the polyhedron for the calculation of
volume

the crystal structure is 8.92 Å3. For comparison, the volume of the tetrahedron made up of

nearest neighbors in an ice crystal is 10.8 Å3 (using an oxygen-oxygen nearest neighbor

distance of 2.760 Å).28 Comparisons between the cavities are complicated by the fact that

different atom types are used to define them (either carbon, nitrogen, or oxygen atoms)

and the atoms will have their own excluded volumes, leaving a different amount of free

volume for the water molecule.
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2.4 Lysozyme I106A Mutant

The x-ray crystal structure of the lysozyme mutant shows the interior water interacting

with the surrounding amino acids via 2 hydrogen bonds, one to the oxygen of asparagine

27 and the second through the proton of the epsilon nitrogen of tryptophan 112 (Figure

2.20). As this is an intermediate hydrogen bond environment the values of ∆Ghyd should

Figure 2.20: The water molecule W445 in the interior of the I106A mutant of lysozyme, from
the 2HEA crystal structure.15 The figure was made using MOLSCRIPT.2

fall between those of the two previous proteins studied. Our calculations show that while

the free energy of hydration is more favorable than that calculated for the barnase mutant,

the protein should still remain unhydrated, as ∆Ghyd is positive (Table 2.5).
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Table 2.5: Lysozyme ∆G at values at 283, 298, 313K. Protein Entropy and Enthalpy Values
Numbers in parenthesis represent 95% confidence limits.

Protein Water Hydration
∆G (kcal/mol) 283K -4.0(2) 6.36(6) 2.4(2)
∆G (kcal/mol) 298K -3.5(1) 6.18(3) 2.7(1)
∆G (kcal/mol) 313K -3.4(3) 5.99(5) 2.6(3)

∆S (cal/mol/K) 20(10) 12(3) 32(10)
−T∆S (kcal/mol) -6(3) -3.7(8) -10(3)

∆H (kcal/mol) 2(3) 9.85(8) 12(3)

What is interesting about the lysozyme mutant, is that this overall increase in free

energy of hydration may not be do to the enthalpic benefit of the additional hydrogen

bond. Rather, it might be do to a large increase in the entropic component to free energy.

The entropic component, ∆Shyd, is 32±10 cal/mol/K twice that calculated for the barnase

mutant. This is not in agreement with the more ordered state imposed by two hydrogen

bonds versus one. The process is still under enthalpic control with a ∆Hhyd of 12±3

kcal/mol, and is therefore endothermic. Also of interest is this value for the enthalpy as it

is close to the value seen in the barnase mutant if not slightly more endothermic. This data

combines to make the two hydrogen bond model of this system unlikely.

If the coordinate trajectories of the hydrated states are analyzed for binding

between the protons of the water and their hypothetical hydrogen bond partners, it

becomes clear that they are not forming stable bonds within this system. The water is

bound to the O of Asn 27 for just under 30% of the simulation and to the Trp 112 only 9%

of the trajectory (see Table 2.6). A third hydrogen bond is formed to the delta oxygen of

Asn 27 and exists approximately 12% of the simulation.
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Table 2.6: Percent of simulation hydrogen bond exists between buried water and surrounding
cavity.

Donor Acceptor % Simulation Time
H WAT O Asn 27 29.8
O WAT HE1 Trp 112 9
H WAT OD1 Asn 27 12.2
H WAT O Ala 106 3.4
H WAT O Trp 28 0.2

This lack of stable hydrogen bonds is the likely cause of the high entropy value, and as

there are fewer bonds than predicted the enthalpy value is not unexpected.

The flexibility of the protein does increase with the addition of a water into the

protein cavity although this shift is slight. The slope of the increase is 0.03±0.01 Å2 both

for those atoms within 6 Å and for the full protein. If only the protein backbone is

considered the dependence on hydration is even more slight (Figure 2.21). Unlike the

barnase mutant and BPTI it is difficult to determine a hydrogen bond in the region of the

cavity that alters as a result of the hydration. This problem is due at least in part to the

lack of water interactions with the cavity wall. The bonds throughout the system reflect

this lack of hydration dependence (Figure ??). The changes in the duration of hydrogen

bonds between the two states rarely exceeded 15% of the simulation time, also these

hydrogen bonds existed for only small sections of the simulation (Table ??).

Table 2.7: Lysozyme hydrogen bonds that show changes in binding at 1 atm greater then
10%

% Simulation Time
Hydrogen Bond Bond # Empty Hydrated

(ARG 62 NE)−−(ARG 62 HE)· · ·(PRO 71 O) 19218 13 0
(ALA 76 N)−−(ALA 76 H)· · ·(TRP 64 O) 22690 13.6 1.2

(ARG 62 NH2)−−(ARG 62 HH22)· · ·(ASP 49 O) 18758 13.7 1.7
(ARG 62 ND1)−−(ARG 62 HH11)· · ·(PRO 71 O) 18928 12 0
(TRP 109 NE1)−−(TRP 109 HE1)· · ·(GLN 58 O) 31238 16.1 4.1

(ASN 75 N)−−(ASN 75 H)· · ·(ARG 62 O) 22543 0 13.5
(ALA 76 N)−−(ALA 76 H)· · ·(TYR 63 O) 22689 3.1 19.1
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Figure 2.21: Mean square deviation of the full protein with side chains (�) and protein
backbone atoms within 6 Å of the cavity water (+) from the reference structure of 2HEA.
Errors reported are 95% confidence limits.

Finding a volume to define the space the water occupies in the lysozyme mutant

was difficult given its positional disorder. Rather then attempt a simple irregular

tetrahedron, two fused tetrahedra were used to define the space, in a similar manner to the

barnase mutant. These vertices were defined as Cβ Leu 31, Nε1 Trp 112, Cγ2 Ile 23, O Asn

27, and CB Ala 106 (Figure 2.23). The result for the size of the cavity indicates that shifts

in the overall protein structure are occurring as a result of the addition of a water. The

cavity volume in the hydrated protein is 30±4 Å3 while the cavity in the empty protein

appears slightly larger at 36±8 Å3. While these values have overlapping error bars,

magnitude of these error bars themselves indicate that changes are occurring inside the

protein cavity. Unfortunately as with the other two proteins the radius of gyration data
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Figure 2.22: Percentage change in time hydrogen bonds exist between the empty and hy-
drated states of Lysozyme.

does not provide meaningful data as the values are statistically identical.

2.5 Fluctuating Charge

The simulations performed for the three proteins were done without including

polarizability. There is data that suggests that the interior of proteins are in fact more

polarizable than molecules on their own. If the potential energy minima for the interaction

of the TIP3P water model used for these simulations and methane is calculated it is equal

to -0.28 kcal/mol. This result is higher than the value calculated using ab initio, -0.71

kcal/mol.5 This weak water-methane interaction indicates that the non-polarizable model

underestimates the interaction between water and non-polar residues. One manner used to

determine the effect polarizability might have on the ∆Ghyd measurements is to scale the
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Figure 2.23: Structure of cavity in I106A mutant of Lysozyme showing the polyhedron for
the calculation of volume

Lennard-Jones well depth using εij = ε0
ij(1 + λ) by 20%. These studies, performed on

barnase, show that even smaller changes can have a marked effect on the enthalpy and

therefore the free energy of hydration (Figure 2.24)

Figure 2.24: Free energy of hydration as the Lennard Jones well depth is scaled by 20%
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2.6 Summary

The cavity in BPTI is an exothermic process and the free energy of hydration is negative.

Figure 2.25: ∆Ghyd versus available hydrogen bonds

However, despite the x-ray crystal structures that indicate hydration, the cavities in the

barnase and lysozyme mutants are sufficiently endothermic to make the free energy of

hydration positive. In the case of barnase the ∆Ghyd is of sufficient magnitude that

changing the protein potential in any way is unlikely to change the hydration state. The

large positive value for barnase ∆Ghyd combined with the torsion data for Ile 88 creates
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doubt as to the presence of the water indicated in the crystal structure. The hydration of

the cavity in lysozyme is somewhat less clear cut with a ∆Ghyd of less then 3 kcal/mol. The

lack of hydrogen bonding in this cavity despite their availability might be resolved through

changing the protein potential. However, while this would decrease the enthalpy, it would

also have decreased the entropy. This limits the effect polarizability has on the ∆Ghyd.

There is a superficial correlation between the ∆Ghyd and the number of hydrogen

bonds indicated in the x-ray crystal structure (Figure 2.25) however, even without the

lysozyme hydrogen bond data, the lack of correlation between the number of bonds and

the ∆S would have indicated that hydrogen bonding was not sufficient to describe the

Figure 2.26: Entropy versus available hydrogen bonds
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Figure 2.27: ∆Ghyd versus available hydrogen bonds (Lysozyme = 0.5 hydrogen bonds)

behavior of the cavity (Figure 2.26). The data is much better correlated with the number

of hydrogen bonds when lysozyme is treated as having 0.5 hydrogen bonds instead of 2,

which is consistent with our simulations (Figure 2.27 and 2.28).

The role of entropy in determining hydration should not be ignored. This helps to

explain why the hydrophobic cavities such as in Cytochrome C Oxidase are hydrated with

more then one water molecule.30 In that enzyme the extent of hydration has been

determined by studies of activity, in that the enzyme does not function without the water

present. Multiple waters in a hydrophobic environment can hydrogen bind to each other,

lowering ∆H, while their disorder in the system will allow them to retain a large ∆S.
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Our flexibility results indicate that even in lysozyme, with its marginally interacting

water, the flexibility of the protein increases with hydration. This change is greatest for

BPTI, in agreement with the Smith et al.9 While the flexibility does increase with

hydration the change, is not isolated to the region surrounding the cavity. Rather, in all

three cases any change observed was for the full protein. There were local areas of where

hydrogen bonds were formed or lost upon hydration, but there was no large scale changes

in protein structure.
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Figure 2.28: Entropy versus available hydrogen bonds (Lysozyme = 0.5 hydrogen bonds)

51



Bibliography

[1] Buckle, A. M.; Cramer, P.; Fersht, A. R. Biochemistry 1996, 35, 4298–4305.

[2] Kraulis, P. J. Appl. Crystallogr. 1991, 24, 946–950.

[3] Wlodawer, A.; Walter, J.; Huber, R.; Sjölin, L. J. Mol. Biol. 1984, 180, 301–329.
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Chapter 3

Protein Simulations at 3 kbar

3.1 Introduction

The effect of increased pressure on globular protein structure and function has been

studied to try to understand conformational changes proteins undergo prior to

denaturation.5–8 Studies of the denaturation process at increased pressure allow the role of

decreased total volume to be separated from other variables that contribute in thermal or

chemical unfolding.6,9–12 For instance while the change in volume upon denaturation is

small at atmospheric pressure, with the unfolded protein occupying slightly more volume

then its folded counterpart, the volume of the denatured protein is more compact at

elevated pressure.8,13–17 A thorough understanding of the forces involved in protein

unfolding can be used to unravel the forces at work in the complicated process governing

the transition from the molten globule stage to the final tertiary structure.12,18–21

Simulations were performed at 3 kbar for 500−1000 ps using free energy

perturbation. The three proteins studied were the Bovine Pancreatic Trypsin Inhibitor

(BPTI), the I106A mutant of Human Lysozyme, and the I76A mutant of Barnase. Each

protein has a cavity with an isolated water, however the environments vary in the number

of available hydrogen bonds from 1 to 4. The number of bonds in only one of the factors
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along with volume, mobility of neighboring side chains, and others which determine

occupancy in the cavity. Protein calculations were performed with TIP3P water using the

Gibbs program from the Amber 6 molecular dynamics package with the non-polarizable

Cornell 94 force fields.12 Analysis of the trajectories was performed using the Carnal

program from the Amber package as well as the groups own programs written in Perl and

Fortran.

3.2 Barnase I76A Mutant: 1BRI

When the free energy of hydration for barnase at 3 kbar is compared to the value at 1 bar

a shift towards a more favorable process has occurred (see Table 3.1), but this change is

Table 3.1: Barnase ∆G values at 1 bar and 3 kbar. Numbers in parenthesis represent 95%
confidence limits.

Pressure ∆Gprotein (kcal/mol) ∆Gwat (kcal/mol) ∆Ghyd (kcal/mol)

1bar -1.5(1) 6.18(4) 4.7(1)
3kbar -0.70(8) 5.08(5) 4.38(9)

only about 0.4 kcal/mol. The change in ∆Ghyd is caused by the decreased cost of creating

a non-interacting water in the bulk, as the protein portion of the ∆G calculation has

shifted in the opposite direction by 0.8 kcal/mol. The overall ∆Ghyd is still greater than 4

kcal/mol indicating the cavity should not be hydrated. Our previous studies involving

water in the barnase cavity at 1 bar indicated it flipped roughly across the C2 axis

approximately once every 4.6 ps during the simulation to allow the protons to share the

single hydrogen bond donor in the cavity. The protons in the 3 kbar simulations have a

longer residency time, with the flip occurring approximately every 5.7 ps. The overall

disorder of the water is much smaller at 3 kbar as judged by the root-mean-square
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Table 3.2: Barnase: Volume of Cavity, Disorder of Water, and Protein Radius of Gyration.
Numbers in parenthesis represent 95% confidence limits.

Pressure Volume Å3 〈δr2〉0.5 Radius of Gyration Å
Empty Hydrated Empty Hydrated

1 bar 26(3) 29(4) 0.8(6) 13.66(4) 13.63(6)
3 kbar 27(3) 28(3) 0.4(1) 13.75(4) 13.73(4)

deviation of the water oxygen position, which is smaller because the water does not shift

from binding to the Phe 7 to Tyr 97 at 3 kbar. A rough volume of the cavity is calculated

for barnase using two tetrahedron which share the same base. For the volume calculation

the base is composed of Cγ1 Ile 88, Cγ2 Ile 96, and Cδ1 Ile 109, and the vertices are O Phe 7

and O Tyr 97 (Table 3.2). The increase binding times for the water may be explained by a

slightly smaller cavity volume which restricts the freedom of movement. This would in turn

0

0.05

0.1

0.15

0.2

0.25

0.3

1 1.5 2 2.5 3 3.5

P
(r

)

r(Å)
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Figure 3.2: Distribution of hydrogen bond lengths between the H on Ala 11 and the O on
Phe 7 in both the empty and hydrated simulations of 1BRI.
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effect the entropic contribution to free energy, perhaps explaining the increase in ∆Gprotein.

Analysis of the 〈∆r2
i 〉 data indicate that the barnase mutant is slightly more flexible

when hydrated (Figure 3.1). The dependence on extent of hydration is virtually identical

to that observed at 1 bar. However, the overall flexibility of the system is lower then that

observed at lower pressure. This can also be seen when hydrogen bonds throughout the

Table 3.3: Average hydrogen bond lengths for bonds 1−21 in the protein barnase. Numbers
in parenthesis represent 95% confidence limits.

Bond Hydrated Empty

3 kbar 1 bar 3 kbar 1 bar

HVal10· · ·OThr6 2.04(0.17) 2.09(0.23) 2.11(0.27) 2.09(0.18)
HAsp12· · ·OAsp8 2.16(0.23) 2.18(0.27) 2.14(0.21) 2.21(0.27)
HLeu14· · ·OVal10 1.94(0.12) 1.98(0.15) 1.96(0.12) 1.96(0.12)
HThr16· · ·OAsp12 2.13(0.32) 2.39(0.42) 2.08(0.32) 2.56(0.52)
HTyr17· · ·OTyr13 2.05(0.20) 1.98(0.18) 2.05(0.17) 1.97(0.15)

HD24Asn23· · ·OIle1 2.05(0.20) 2.83(1.04) 2.03(0.17) 3.73(0.92)
HIle25· · ·OSer50 2.10(0.17) 2.01(0.15) 2.30(0.18) 1.97(0.13)

HAla30· · ·OThr26 1.98(0.14) 2.05(0.17) 1.96(0.12) 2.02(0.15)
HGln31· · ·OLys27 2.07(0.21) 2.09(0.26) 2.01(0.12) 2.04(0.20)
HGly34· · ·OGln31 2.45(0.33) 2.52(0.41) 2.42(0.33) 2.37(0.33)
HTrp35· · ·OAla30 2.04(0.16) 2.05(0.18) 2.05(0.16) 2.04(0.17)

HVal36· · ·OD4Asn38 1.89(0.12) 1.94(0.15) 1.91(0.12) 1.92(0.13)
HLys39· · ·OVal36 2.28(0.35) 2.18(0.28) 2.12(0.18) 2.11(0.21)
HVal45· · ·OAsn41 2.78(0.36) 2.57(0.38) 2.86(0.39) 2.55(0.34)
HAla46· · ·OLeu42 1.91(0.12) 1.97(0.16) 1.88(0.10) 1.95(0.14)
HLys49· · ·OAla46 2.34(0.29) 2.51(0.33) 2.20(0.22) 2.47(0.27)
HSer50· · ·OAsn23 2.08(0.18) 2.11(0.22) 2.08(0.17) 2.10(0.21)
HGly52· · ·OIle25 1.94(0.14) 1.97(0.16) 1.90(0.11) 1.93(0.13)
HGly53· · ·OAla73 1.90(0.13) 2.01(0.21) 1.92(0.12) 1.93(0.14)
HPhe56· · ·OTrp71 1.97(0.16) 2.00(0.17) 1.90(0.11) 1.98(0.15)

HLeu63· · ·OD4Asn55 2.52(0.30) 2.70(0.48) 2.60(0.26) 2.93(0.59)

protein are examined. Histograms showing the average hydrogen bond lengths and the

distribution of these lengths were constructed for the 44 hydrogen bonds found in barnase

with an average proton−donor distance of less than 3.0 Å. The average standard deviation

of the bond lengths was less broad for the simulation at 3 kbar, 0.20 hydrated and 0.28

empty, versus the 0.32 hydrated and 0.39 empty observed at 1 bar. The overall length of
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Table 3.4: Average hydrogen bond lengths for bonds 22−44 in the barnase protein. Numbers
in parenthesis represent 95% confidence limits.

Bond Hydrated Empty

3 kbar 1 bar 3 kbar 1 bar

HH24Thr69· · ·OD1Asp90 2.75(0.31) 3.01(0.34) 2.83(0.28) 2.86(0.31)
HArg72· · ·OTyr90 1.98(0.13) 1.94(0.14) 1.96(0.09) 1.96(0.13)
HGlu73· · ·OAsp54 2.03(0.18) 2.06(0.18) 1.97(0.17) 2.14(0.19)
HAsp75· · ·OIle51 2.10(0.20) 2.07(0.17) 2.03(0.14) 2.05(0.16)
HAsn77· · ·OAsn5 2.51(0.53) 2.12(0.29) 2.78(0.57) 1.91(0.13)

HEArg83· · ·OD5Asp72 1.84(0.10) 1.87(0.14) 1.83(0.09) 1.92(0.14)
HH24Arg83· · ·OD1Ala72 1.80(0.10) 1.78(0.10) 1.80(0.10) 1.76(0.09)

HArg87· · ·OThr99 2.09(0.21) 2.03(0.18) 2.04(0.15) 1.99(0.14)
HEArg87· · ·OHTyr103 3.37(0.85) 3.11(0.68) 2.99(0.35) 2.90(0.54)
HH14Arg87· · ·OAsp83 2.86(1.06) 1.94(0.15) 1.97(0.19) 1.91(0.14)

HIle88· · ·OAla74 1.85(0.11) 1.89(0.12) 1.86(0.10) 1.87(0.10)
HLeu89· · ·OTyr97 1.95(0.14) 1.98(0.15) 1.92(0.12) 1.94(0.13)
HTyr90· · ·OArg72 2.09(0.16) 2.08(0.16) 2.05(0.14) 2.09(0.15)

HLeu95· · ·OGSer91 2.01(0.19) 2.08(0.18) 2.01(0.15) 2.06(0.16)
HTyr97· · ·OLeu89 1.91(0.11) 1.91(0.12) 1.90(0.10) 1.89(0.10)
HLys98· · ·OThr107 1.98(0.14) 1.96(0.15) 1.99(0.11) 1.94(0.13)
HThr99· · ·OArg87 2.03(0.15) 2.14(0.18) 2.14(0.16) 2.15(0.18)

HThr105· · ·OD4Asp98 3.15(1.05) 2.08(0.33) 2.01(0.15) 2.05(0.28)
HZ4Lys108· · ·OArg107 2.91(0.84) 3.31(0.94) 3.15(0.18) 3.91(0.90)

H109· · ·OIle96 2.18(0.27) 2.20(0.35) 2.24(0.27) 2.09(0.21)
HH14Arg110· · ·OIle106 1.96(0.17) 2.78(1.62) 1.88(0.15) 1.95(0.17)

HH25Arg110· · ·OD1Asp5 2.12(0.41) 2.66(0.87) 2.46(0.52) 2.99(0.62)
HAla11· · ·OPhe7 2.10(0.22) 2.19(0.37) 2.00(0.12) 2.06(0.18)

the hydrogen bonds did not appear pressure dependent when the protein cavity was empty

with an average length of 2.33 Å in both cases. However, there was a shift observed for the

hydrated cavity with 2.41 Å and 2.27 Å average lengths calculated for 1 bar and 3 kbar,

respectively(see Table 3.3 and Table 3.4). Most notable is the shift of the proton on Ala 11

and oxygen of Phe 7 of barnase with the bond length increasing from 2.1±2 Å to 2.2±4 Å

upon hydration (Figure 3.2). The hydrogen bond between H Ala 11 and O Phe 11 are

longer at 3 kbar then they were during the simulation at 1 bar where they increased from

2.1±0.2 Å to 2.2±0.4 Å upon hydration.

When all of the contributing hydrogen bonds in barnase are analyzed the changes in
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the tertiary protein structure become evident. These changes in hydrogen bonds are

indicated by large shifts in the percentage of simulation time a particular hydrogen bond

exists within the cutoff conditions. When comparing the hydrated simulations at both

pressures the hydrogen bonds binding the helices and β-sheets do not change to any large

extent. However, the hydrogen bonds comprising the turns and bends linking the

secondary structure units do shift (Figure 3.3 a). It should be noted none of the amino

acids with atoms located within 6 Å of the buried water gain or lose hydrogen bonds

during the simulation. When interactions with the water are scaled out more pervasive

structural changes occur with bonds to different β-sheets shifting slightly (Figure 3.3 b).
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Figure 3.4: Distribution of χ2 angles for Ile 88 at λ =0.025.

For clarity the secondary structure details can be found in Table 3.5. These assignments

are according to PDBsum23 and there is some overlap in transitions. Residues that are not

assigned are not part of any specified secondary structure.

The Cα − Cβ − Cγ1 − Cδ1 torsion angle, identified as χ2, does show some pressure

dependence. The probability distribution of the torsion angle in the hydrated states at 3

kbar and 1 bar are virtually identical. However, the proteins when filled with even a

marginally interacting water, λ =0.025, show some divergence (Figure 3.4). The Ile 88 at

higher pressure has a greater density away from the mutant torsion angle (168◦).
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Table 3.5: Barnase: Secondary Structure Details

Structure Type Residue Numbers Atom Numbers

helix 1 (alpha) Phe 7−Tyr 17 50−218
beta turn 1 Pro 21−Tyr 24 227−337

beta strand 1 Tyr 24−Ile 25 317−356
helix 2 (alpha) Lys 27−Ala 32 371−455
helix 3 (alpha) Ala 37−Lys 39 522−564
helix 4 (alpha) Leu 42−Val 45 586−642

beta turn 2 Ala 46−Lys 49 652−695
beta strand 2 Ser 50−Ile 55 696−770
beta turn 3 Asn 58−Gly 61 802−861
beta turn 4 Gly 61−Pro 64 855−916
beta turn 5 Lys 66−Arg 69 924−987

beta strand 3 Trp 71−Asp 75 1002−1086
beta turn 6 Asp 75−Tyr 78 1075−1131

beta strand 4 Arg 87−Ser 91 1307−1338
beta turn 7 Ser 91−Trp 94 1328−1385

beta strand 5 Ile 96−Thr 99 1405−1480
beta turn 8 Thr 99−His 102 1467−1523
beta turn 9 Asp 101−Gln 104 1495−1561
beta turn 10 Tyr 103−Phe 106 1524−1595
beta strand 6 Thr 107−Arg 110 1596−1675

3.3 Bovine Pancreatic Trypsin Inhibitor (BPTI)

The ∆Ghyd of BPTI as the pressure is increased to 3 kbar from 1 bar increases by 0.3

kcal/mol (Table 3.6). This shift does not effect the overall energetics of the process as the

hydration of the protein should be spontaneous. While the ∆Gwater is less positive at

higher pressure, the ∆Gprotein increases by more than 1 kcal/mol. A determination on the

Table 3.6: BPTI ∆G values at 1 bar and 3 kbar. Numbers in parenthesis represent 95%
confidence limits.

Pressure ∆Gprotein (kcal/mol) ∆Gwat (kcal/mol) ∆Ghyd (kcal/mol)

1bar -10.9(1) 6.18(4) -4.7(1)
3kbar -9.5(1) 5.08(5) -4.4(1)
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change in the cavity can be discerned by calculation the volume of the tetrahedron defined

by O Thr 11, O Cys 38, N Cys 14, and N Cys 38 (Table 3.7). The cavity volumes do not

appear to shift between the simulations at 3 kbar and those at 1 bar. The root-mean-square

deviation of the water oxygen from the average position also changes very little between

the two simulations, there may be a slight decrease at higher pressure but this change

alone should not be enough to lead to a 1.4 kcal/mol increase in ∆Gprotein. There is a shift

in the trend for the radius of gyration. At 1 bar the protein with an empty cavity had a

larger radius of gyration than the hydrated protein, the reverse is true at 3 kbar. The

mean squared fluctuations of BPTI at 3 kbar indicate a flexibility that is independent of

extent of hydration. The protein with the empty cavity is more flexible at high pressure

with a total mean square deviation of 0.34(1) Å2 at 3 kbar versus 0.27(1) Å2 at 1 bar. The

hydrated simulations of BPTI display the opposite trend with 〈δr2〉 higher at 1 bar

0.38(2)Å2 versus 0.34 Å2 at 3 kbar (Figure 3.5). The changes effect of hydrogen bonds on

flexibility changes can be seen in the loss and gain of hydrogen bonds both between the

two pressures and the extent of hydration While there is a slight shift in hydrogen bonding

of the hydrated protein at both pressures (Figure 3.6 a), the protein shows a significant

increase in binding to solvent water when the interior cavity is empty (Figure 3.6 b).

Table 3.7: BPTI: Volume of Cavity, Disorder of Water, and Protein Radius of Gyration.
Numbers in parenthesis represent 95% confidence limits.

Pressure Volume Å3 〈δr2〉0.5 Radius of Gyration Å
Empty Hydrated Empty Hydrated

1 bar 9.3(7) 8.8(8) 0.18(3) 11.44(6) 11.40(6)
3 kbar 9.3(7) 8.8(6) 0.16(2) 11.37(4) 11.40(4)
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Figure 3.5: Mean square deviation of the full protein with side chains (�) and protein
backbone atoms within 6 Å of the cavity water (+) from the average structure of BPTI.
Errors reported are 95% confidence limits.
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Analysis of this trend by secondary structure type indicated that this shift was not

isolated to one structure motif but was instead almost global with helices, turns and sheets

all effected. When the hydration dependence of flexibility is further broken down to the

individual atom numbers it becomes clear that, with the exception of Arg 17, especially

atom numbers 258, 259 and 262, and to a lesser extent Leu 29 and Met 52, atom numbers

463 and 814, there is either no dependence of flexibility on extent of hydration or the

protein becomes stiffens with the addition of a water residue (Figure 3.7). This is a marked

departure from the data at 1 bar which indicated the protein was more flexible when

hydrated. The end regions of the hydrated protein are more flexible in the 1 bar studies

then they were at 3 kbar, with the opposite trend for the empty protein. These changes

may have a large influence on protein flexibility, but are not necessarily correlated to the

extent of hydration. The secondary structure type by atom number and residue for BPTI
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Figure 3.7: Slope of Mean square deviation for heavy atoms in BPTI 3 kbar versus 1 bar
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Table 3.8: BPTI: Secondary Structure Details

Structure Type Residue Numbers Atom Numbers

helix 1 (G) Asp 3−Leu 6 41−101
beta strand 1 Ile 18−Asn 24 267−404
beta turn 1 Asn 24−Ala 27 391−446
beta turn 2 Ala 25−Gly 28 405−452

beta strand 2 Leu 29−Tyr 35 454−570
beta turn 3 Lys 41−Asn 44 629−702

helix 2 (alpha) Ala 48−Cys 55 765−867

can be found inTable ??.23

The percentage of the time a hydrogen bond falls within the cutoff limits of 4 Å and

50◦ allows for easy visualization of bonds that are gained or lost, however the average bond

lengths and probability distributions allow the behavior of individual hydrogen bonds to be

probed (Tables 3.9, 3.10 and 3.11)

While there is a lack of new interactions within 6 Å of the cavity, the amino acids

which bind to those that make up the lining of the cavity do experience shifts. As seen in

Table ??) the proton on Gly 36 is hydrogen bound to the oxygen of Thr 11. The bond is

stretched with hydration from 1.9(1) Å when empty to 2.0(2) Å for the hydrated

state(Figure 3.8). However the average hydrogen bond length for the hydrated state at 3

kbar is slightly shorter then the corresponding length at 1 bar limiting the change even this

bond near the cavity experiences upon hydration.
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Table 3.9: BPTI: Average hydrogen bond lengths. Bonds 1−25. Numbers in parenthesis
represent 95% confidence limits.

Bond Hydrated Empty

3 kbar 1 bar 3 kbar 1 bar

HGlu7· · ·OPhe4 2.25(0.24) 3.47(0.75) 2.24(0.26) 2.68(0.61)
HGlu7· · ·NLeu6 2.35(0.13) 2.36(0.12) 2.36(0.12) 2.38(0.13)

HTyr10· · ·OTyr10 2.87(0.18) 2.86(0.17) 2.84(0.20) 2.84(0.16)
HThr11· · ·OG1Thr11 2.68(0.20) 2.72(0.18) 2.75(0.20) 2.74(0.17)

HCys14· · ·NPro13 2.47(0.13) 2.47(0.12) 2.47(0.15) 2.44(0.12)
HAla16· · ·NLys15 2.41(0.13) 2.41(0.16) 2.48(0.14) 2.51(0.21)
HAla16· · ·OGly36 2.24(0.28) 2.28(0.35) 2.79(0.55) 2.65(0.51)
HIle18· · ·NArg17 2.67(0.30) 2.84(0.34) 2.75(0.37) 2.71(0.31)
HArg20· · ·OArg20 2.58(0.20) 2.55(0.19) 2.47(0.15) 2.56(0.17)
HArg20· · ·OPhe33 2.05(0.17) 2.07(0.17) 2.13(0.20) 2.05(0.17)
HTyr21· · ·OTyr21 2.69(0.17) 2.74(0.17) 2.61(0.14) 2.72(0.15)
HTyr21· · ·OPhe45 1.94(0.14) 1.95(0.14) 1.98(0.15) 1.93(0.13)
HPhe22· · ·OPhe22 2.35(0.14) 2.38(0.13) 2.39(0.14) 2.40(0.13)
HPhe22· · ·OGln31 1.95(0.11) 1.95(0.12) 1.96(0.12) 1.94(0.11)

HTyr23· · ·OD1Asn43 1.96(0.14) 1.94(0.14) 1.96(0.15) 1.92(0.12)
HAsn24· · ·OLeu29 1.99(0.18) 1.97(0.16) 1.94(0.13) 1.95(0.14)
HAla25· · ·OTyr23 2.76(0.34) 2.83(0.35) 2.77(0.32) 2.77(0.29)

HLys26· · ·OD1Asn24 2.66(0.40) 2.53(0.41) 2.74(0.40) 2.58(0.40)
HLys26· · ·NAla25 2.50(0.14) 2.48(0.15) 2.50(0.15) 2.48(0.14)

HAla27· · ·OD1Asn24 2.40(0.50) 2.84(0.64) 2.56(0.61) 2.86(0.63)
HAla27· · ·OAsn24 2.75(0.39) 2.55(0.46) 2.72(0.45) 2.47(0.42)
HAla27· · ·NLys26 2.58(0.16) 2.50(0.19) 2.57(0.18) 2.46(0.18)
HGly28· · ·OAsn24 2.01(0.17) 2.03(0.20) 2.15(0.26) 2.06(0.21)
HGly28· · ·NAla27 2.41(0.14) 2.40(0.13) 2.36(0.13) 2.38(0.12)
HLeu29· · ·OAsn24 2.47(0.29) 2.63(0.34) 2.24(0.24) 2.51(0.30)
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Table 3.10: BPTI: Average hydrogen bond lengths. Bonds 25−50. Numbers in parenthesis
represent 95% confidence limits.

Bond Hydrated Empty

3 kbar 1 bar 3 kbar 1 bar

HLeu29· · ·NGly28 2.47(0.15) 2.48(0.16) 2.55(0.17) 2.48(0.15)
HLeu29· · ·OLeu29 2.54(0.18) 2.58(0.19) 2.67(0.16) 2.63(0.18)
HGln31· · ·OPhe22 1.97(0.17) 2.02(0.18) 1.97(0.15) 2.01(0.17)
HGln31· · ·OGln31 2.56(0.22) 2.62(0.22) 2.69(0.24) 2.61(0.21)

HThr32· · ·OG1Thr32 2.51(0.18) 2.51(0.18) 2.63(0.23) 2.53(0.18)
HPhe33· · ·OArg20 1.92(0.13) 1.94(0.12) 1.89(0.12) 1.93(0.11)
HPhe33· · ·OPhe33 2.33(0.13) 2.35(0.13) 2.38(0.14) 2.34(0.12)
HPhe4· · ·NAsp3 2.47(0.14) 2.50(0.14) 2.50(0.15) 2.51(0.14)
HTyr35· · ·OIle18 1.90(0.13) 1.92(0.13) 1.92(0.13) 1.89(0.11)
HTyr35· · ·OTyr35 2.89(0.20) 2.85(0.19) 2.78(0.17) 2.83(0.17)
HGly36· · ·OThr11 2.00(0.15) 2.04(0.17) 1.91(0.15) 1.92(0.13)
HGly37· · ·NGly36 2.38(0.12) 2.38(0.13) 2.36(0.12) 2.37(0.11)
HCys38· · ·NGly37 2.42(0.11) 2.43(0.12) 2.40(0.11) 2.42(0.11)
HCys38· · ·OCys38 2.47(0.15) 2.48(0.15) 2.40(0.14) 2.39(0.14)
HAla40· · ·NArg39 2.63(0.18) 2.66(0.18) 2.56(0.16) 2.57(0.15)
HLys41· · ·OLys41 2.65(0.23) 2.71(0.25) 2.62(0.22) 2.71(0.22)
HAsn43· · ·NArg42 2.61(0.14) 2.58(0.15) 2.58(0.15) 2.54(0.13)
HAsn44· · ·OArg42 2.19(0.25) 2.24(0.25) 3.88(0.35) 2.22(0.25)
HAsn44· · ·NAsn43 2.83(0.17) 2.86(0.16) 2.26(0.25) 2.84(0.14)
HAsn44· · ·OAsn44 2.67(0.18) 2.73(0.18) 2.86(0.16) 2.72(0.18)
HPhe45· · ·OTyr21 1.92(0.12) 1.93(0.13) 2.69(0.19) 1.92(0.12)
HPhe45· · ·OPhe45 2.65(0.16) 2.67(0.16) 3.42(0.33) 2.69(0.16)
HSer47· · ·NLys46 2.40(0.14) 2.45(0.15) 2.41(0.14) 2.43(0.14)
HSer47· · ·OSer47 2.45(0.18) 2.46(0.17) 2.48(0.18) 2.48(0.16)
HCys5· · ·OPro2 2.47(0.28) 2.19(0.26) 2.45(0.28) 2.40(0.27)
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Table 3.11: BPTI: Average hydrogen bond lengths. Bonds 50−73. Numbers in parenthesis
represent 95% confidence limits.

Bond Hydrated Empty

3 kbar 1 bar 3 kbar 1 bar

HCys5· · ·NPhe4 2.41(0.12) 2.39(0.12) 2.41(0.12) 2.41(0.11)
HCys5· · ·SGCys5 2.96(0.19) 3.24(0.31) 2.94(0.19) 3.01(0.21)
HGlu49· · ·NAla48 2.49(0.15) 2.50(0.15) 2.48(0.13) 2.51(0.14)

HAsp50· · ·OGSer47 2.18(0.22) 2.26(0.28) 2.49(0.54) 2.25(0.25)
HAsp50· · ·NGlu49 2.65(0.16) 2.62(0.15) 2.61(0.16) 2.65(0.14)
HCys51· · ·OSer47 2.26(0.23) 2.22(0.23) 2.19(0.22) 2.34(0.24)
HCys51· · ·OAla48 2.98(0.29) 3.02(0.34) 2.98(0.32) 2.84(0.28)
HCys51· · ·NAsp50 2.46(0.14) 2.48(0.14) 2.48(0.14) 2.45(0.13)
HMet52· · ·OAla48 1.97(0.15) 2.02(0.19) 2.00(0.19) 1.95(0.14)
HMet52· · ·NCys51 2.75(0.15) 2.71(0.15) 2.68(0.14) 2.67(0.13)
HArg53· · ·OGlu49 2.05(0.20) 2.02(0.19) 2.00(0.17) 2.03(0.16)
HArg53· · ·NMet52 2.49(0.13) 2.54(0.14) 2.53(0.14) 2.54(0.14)
HThr54· · ·OAsp50 2.39(0.35) 2.26(0.36) 2.33(0.37) 2.09(0.23)
HThr54· · ·OCys51 2.51(0.33) 2.62(0.35) 2.50(0.36) 2.85(0.33)
HThr54· · ·NArg53 2.48(0.16) 2.52(0.17) 2.46(0.16) 2.62(0.19)

HThr54· · ·OG1Thr54 2.74(0.23) 2.69(0.21) 2.77(0.22) 2.59(0.19)
HLeu6· · ·OAsp3 2.21(0.24) 2.26(0.28) 2.40(0.41) 2.22(0.32)
HLeu6· · ·NCys5 2.37(0.12) 2.36(0.12) 2.37(0.12) 2.37(0.11)

HCys55· · ·OCys51 1.88(0.11) 1.93(0.14) 1.89(0.12) 1.94(0.13)
HCys55· · ·NThr54 2.59(0.15) 2.59(0.16) 2.64(0.17) 2.61(0.16)
HGly56· · ·OMet52 2.18(0.26) 2.45(0.42) 2.30(0.34) 2.48(0.44)
HGly56· · ·NCys55 2.41(0.12) 2.39(0.12) 2.40(0.12) 2.41(0.13)
HGly57· · ·NGly56 2.50(0.20) 2.75(0.54) 2.49(0.18) 2.52(0.26)
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3.4 Lysozyme I106A Mutant

The lysozyme mutant exhibits an overall negative shift for ∆Ghyd of 1.2 kcal/mol, however,

the shift is not sufficient to make the process spontaneous (Table 3.12). The lack of

Table 3.12: Lysozyme ∆G values at 1 bar and 3 kbar. Numbers in parenthesis represent
95% confidence limits.

Pressure ∆Gprotein (kcal/mol) ∆Gwat (kcal/mol) ∆Ghyd (kcal/mol)

1bar -3.5(1) 6.18(4) 2.7(1)
3kbar -3.6(3) 5.08(5) -1.5(3)

changes in ∆Gprotein is consistent with the hydrogen bonds and flexibility only experience

small changes as well.

It is only within the hydrogen bond cutoff for 13.5% of the simulation (Table 3.13).

Rough volume calculations were done with vertices defined as Cβ Leu 31, Nε1 Trp 112, Cγ2

Table 3.13: Percent of simulation hydrogen bond exists between buried water and surround-
ing cavity.

Donor Acceptor % Simulation Time 1 bar %Simulation Time 3 kbar
H WAT O Asn 27 29.8 12.2
O WAT HE1 Trp 112 9 1.3
H WAT OD1 Asn 27 12.2 0
H WAT O Ala 106 3.4 0
H WAT O Trp 28 0.2 0

Ile 23, O Asn 27, and CB Ala 106. The overall volume of the cavity is slightly larger at 3

kbar than it is at 1 bar when the hydrated states are compared, however the differences are

very small and it is difficult to make real comparisons (Table 3.14). The rmsd of the cavity

water increases slightly, but this change is within the calculated error. The overall radius of

gyration decreases slightly in both the hydrated and empty states relative to 1 atm.

Lysozyme at both 1 bar and 3 kbar has a mean-squared deviation that is largely
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Table 3.14: Lysozyme: Volume of Cavity, Disorder of Water, and Protein Radius of Gyration.
Numbers in parenthesis represent 95% confidence limits.

Pressure Volume Å3 〈δr2〉0.5 Radius of Gyration Å
Empty Hydrated 〈δr2〉0.5 Empty Hydrated

1 bar 36(8) 31(5) 0.9(5) 14.34(2) 14.34(5)
3 kbar 34(3) 31(4) 1.0(4) 14.32(3) 14.27(3)

independent of extent of hydration (Figure 3.9). There is also no change in hydration

dependence for the protein within 6 Å of the interior water. The overall flexibility

decreases at 3kbar versus 1 bar indicating that the atoms within the protein are less mobile

under the applied pressure. There are a variety of changes within the tertiary structure at

3 kbar with changes occurring to coiled regions, and also to the secondary structure of

helix 5, 6, and 7. While the water does not penetrated the interior of the protein, the

residues are become more solvent exposed (Figure 3.10). The details of the secondary

structure of the lysozyme mutant are given in Table 3.15.

3.5 Summary

The properties of the proteins studied at 3 kbar do not display a consistent dependence on

hydration and the change in free energy of hydration is dependent on cavity type. The

barnase and lysozyme mutants with their single buried waters in hydrophobic

environments, demonstrate a clear shift towards a lower ∆GHyd. While BPTI, with an

isolated water in a hydrophilic environment, has a positive shift. While the change in free

energy of hydration is small for both proteins, less than 1.0 kcal/mol, the values do appear

statistically significant.

The protein at 1 bar exhibited a positive dependence on hydration, that is the
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Figure 3.9: Mean square deviation of the full protein with side chains (�) and protein
backbone atoms within 6 Å of the cavity water (+) from the average structure of Lysozyme.
Errors reported are 95% confidence limits.
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Table 3.15: Lysozyme: Secondary Structure Details

Structure Type Residue Numbers Atom Numbers

helix 1 (alpha) Arg 5−Arg 14 76−256
beta turn 1 Met 17−Tyr 20 283−339

helix 2 (alpha) Leu 25−Glu 35 401−584
beta turn 2 Ser 36−Asn 39 585−637
beta turn 3 Asn 39−Ala 42 624−685

beta strand 1 Thr 43−Tyr 45 686−734
beta turn 4 Asn 46−Asp 49 735−777
beta turn 5 Ala 47−Arg 50 749−801

beta strand 2 Thr 52−Tyr 54 813−859
beta turn 6 Gly 55−Gln 58 860−922

beta strand 3 Ile 59−Asn 60 923−955
beta turn 7 Asn 60−Tyr 63 942−1011
beta turn 8 Ser 61−Trp 64 956−1035
beta turn 9 Asp 67−Thr 70 1060−1114
beta turn 10 Thr 70−Ala 73 1101−1145
beta turn 11 Asn 75−His 78 1162−1212
helix 3 (G) Cys 81−Leu 85 1243−1311

beta turn 12 Gln 86−Ile 89 1312−1373
helix 4 (alpha) Ala 90−Val 100 1374−1529
beta turn 13 Asp 102−Gly 105 1554−1603
helix 5 (G) Gly 105−Ala 108 1597−1647

helix 6 (alpha) Val 110−Arg 115 1672−1783
beta turn 14 Cys 116−Arg 119 1673−1848
helix 7 (G) Arg 122−Tyr 124 1877−1938

beta turn 15 Val 125−Cys 128 1939−1988

hydrated protein was more flexible then the empty protein. However, at 3 kbar the

flexibility of BPTI shows little dependence on hydration, and the sections within 6 Å of the

cavity water exhibit a slight negative dependence. The slight increase in cavity size upon

hydration and decrease in near by hydrogen bond lengths is consistent with results at 1 bar

and can not be used to explain this behavior. Most residues in the protein exhibit less

motion during the simulation indicating the hydrated protein is stiffens as pressure is

increased.

Buried water in the hydrophobic barnase cavity has a same effect on flexibility at

both pressures. However, the water at higher pressure exhibits both longer periods between
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flips and a smaller 〈δr2〉 of the water oxygen. This apparent lack of mobility should effect

the entropic contribution to the ∆Ghyd.

Perhaps most interesting was the effect of pressure on lysozyme, where despite the

lack of any stable hydrogen bonds during the course of the simulation, the ∆Ghyd was over

1 kcal/mol more favorable. While the resulting free energy still did not indicate a

spontaneous process it does give credence to the idea that hydrogen bonding alone can not

be used to predict extent of hydration.

Examination of the 〈δr2〉 data for both proteins on a residue-by-residue basic and

by structure type failed to generate any patterns to the shift other then the structure

changes that occur at turns, bends, and residues next to, but not part of, major structure

types. This agrees with the concept that the areas that are altered first under increased

pressure are those that do not have a rigid hydrogen bond network. The role of buried

water in the denaturation process is still difficult to discern and our flexibility results

indicate that it may depend greatly on the environment in which the water is located.
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Chapter 4

Fluctuating Charge Algorithms

4.1 Introduction

Partial charges on atoms in traditional non-polarizable molecular dynamics simulations are

constants defined by the force field. This eliminates a charges ability to migrate in response

to changes in their environments electric field. In this way interactions between molecules

A and B will have no effect on the interactions between molecules A and C, regardless of

their polarity. This will cause difficulties in systems where molecular motions changes in

the electric field.1–6,8,15

The implementation of polarizability in molecular dynamics simulations requires a

self-consistent method to find the variables that define the ground-state energy of the

system at every time step.1,9 The two main methods for determining these variables are

the iterative and the extended Lagrangian. Each method has its advantages and

disadvantages. The iterative method usually allows longer time steps then the extended

Lagrangian does, however, it is more computationally expensive as it requires additional

energy evaluations at every step.1,10

The fluctuating charge method treats point charges as variables that can respond to

changes in the environment subject to a conservation of charge constraint.1,11 The
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extended Lagrangian method is implemented by assigning each charge a fictitious mass and

propagating it using low temperature Newtonian dynamics. While the original method,

developed for water, was capable of 1 fs time steps, the transition to protein systems has

resulted in a δt of only 0.5 fs.1,2 This length of time step seriously impedes the wide spread

implementation of fluctuating charge into traditional molecular dynamics simulations.

In an attempt to increase the time steps available using the extended Lagrangian

method the following three changes were made to the original fluctuating charge

methodology.

Method 1. Assign each charge the same mass and propagate them independently.11 This is

parameterizing the original method for a longer time step.

Method 2. Assign each atom type a different charge mass, and again propagate them

independently.2,12,13

Method 3. Replace the charge degrees of freedom with normal modes, which are assigned

masses and propagated. In the case of water there are two normal modes to propagate.

The data presented in the following chapter was previously published.14

4.2 Methods

The basic potential for the electronegativity equalization method of adding polarizability

to molecular dynamics simulations can be written

U(q) =
∑

α

(E0,α + χ0
αqα + 1/2Jααq2

α) +
∑

α

∑

β

Jαβ(rαβ)qαqβ. (4.1)
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where Jαβ is dependent on atomic distances and approaches 1/rαβ at large distances. For a

collection of molecules

U({q}, {r}) =
∑

i





∑

α

χ̃0
αqiα +

1

2

∑

α

∑

β

qiαqiβJαβ(riα,iβ) − Egp
i





+
∑

j<i

∑

α

∑

β



4εαβ





(

σαβ

riα,jβ

)12

−

(

σαβ

riα,jβ

)6


+ qiαqjβ/riα,jβ



 (4.2)

where the sums over i and j are over molecules, α and β are over the atoms in the

molecule, Egp
i is the energy of an isolated or gas-phase molecule and χ̃0

α are parameters of

the potential that depend on atom types. The charges are determined by minimizing the

energy with a conservation of charge constraint for each molecule. For proteins the

constraint is usually set to each amino acid.4,11,12,16,17 The charge constraint can be used

to eliminate one of the charges, qi1 = −
∑

α 6=1 qiα, The TIP4P water is a 4-site water model

where the charge on the oxygen is displaced to a M-site to better represent the charge

placement in water, whenever M-site is mentioned it refers to the charge associated with

the oxygen. For TIP4P-FQ water α =1 is assigned as the charge on the M-site, α =2 and

α =3 are the charges on each of the protons. Thus, the charge on the oxygen can be

represented as a linear combination of the two proton charges. The intra-molecular portion

of Eq 4.2 can be written

Ui =
Natoms
∑

α=2

qiα∆χ̃α +
1

2

Natoms
∑

α=2

Natoms
∑

β=2

qiαqiβAαβ (4.3)

where

∆χ̃α = χ̃α − χ̃1 (4.4)

and

Aαβ = Jαβriα,iβ − Jα1riα,i1 − J1βri1,iβ + J11ri1,i1. (4.5)
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The equation of motion for each charge α can be expressed as

mqαq̈iα = −∆χ̃α −
Natoms
∑

β=2

qiαAαβ. (4.6)

The actual equations for each of the methods are derived from the above equations.

For Method 1 enforcing the charge neutrality with Lagrange multiplier1

λi = −
1

Natoms

Natoms
∑

α=1

∂U

∂qiα
(4.7)

the equation of motion for the charge is

mq q̈iα = −
∂U

∂qiα

− λi. (4.8)

The Hamiltonian for the system is

H = U +
1

2

∑

i

Natoms
∑

α=1

mαr̂2
iα +

1

2

∑

i

Natoms
∑

α=1

mq q̇
2
iα. (4.9)

In Method 2 charge masses are assigned based on atom type,2,12,13 with a different

value for hydrogen and for the M-site charges. The equations of motion are

mqαq̈iα = −
∂U

∂qiα

− λi (4.10)

with

λi = −

∑Natoms

α=1
∂U
∂qiα

/mqα
∑Natoms

α=1 1/mqα

(4.11)

with the Hamiltonian expressed as

H = U +
1

2

∑

i

Natoms
∑

α=1

mαṙ2
iα +

1

2

∑

i

Natoms
∑

α=1

mqαq̇2
iα. (4.12)
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Transforming to normal modes is done to decrease the coupling between the atomic

degrees of freedom and the charge degrees of freedom. As seen in Eq 4.6 the charges are

linearly coupled, the transform to normal coordinates, Q, from the point charge

coordinates, q, can be performed by q = CQ, where q and Q are length vectors, and C is

the matrix that diagonalizes Aαβ. This is done such that

MQQ̈iα = MQω2
αQiα (4.13)

MQ is the mass of the normal mode coordinate, and ωα is the frequency of the oscillation.

For the case of TIP4P-FQ water, as applied in Method 3, mq2 = mq3 = mq,

A22 = A33, and A23 = A32 because of symmetry. The matrix C is

C =









1/2 1/2

1/2 −1/2









(4.14)

such that the two normal modes are

Qi1 = qi2 + qi3 (4.15)

Qi2 = qi2 − qi3 (4.16)

and the oscillation frequencies are calculated to be

ω2
1 =

(A22 + A23)

mq

=
(JHH(0) + JHH(rHH) − 4JMH(rMH) + 2JMM(0)

mq

(4.17)

and

ω2
2 =

(A22 − A23)

mq
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=
(JHH(0) − JHHrHH)

mq

. (4.18)

The hydrogen−hydrogen distance and hydrogen−M−site distance are represented by rHH

and rMH . A normal mode charge mass of Mq and the original charge mq/2 have equivalent

kinetic energies. The motion for the two charge normal modes can be expressed as

MQQ̈iA = −
∂U

∂QiA
= −

Natoms
∑

α=1

∂U

∂qiα

∂qiα

∂QiA
= −

Natoms
∑

α=1

CAα
∂U

∂qiα
(4.19)

where the force on the normal modes can be expressed in terms of the charge forces using

the coefficients from the matrix C and also, from Equation 4.16 and qi1 = −qi2 − qi3, the

relation Qi1 = −qi1. These values are C1α=(-1,1/2,1/2) and C2α=(0,1/2,-1/2). The

Hamiltonian is

H = U +
1

2

∑

i

Natoms
∑

α=1

mαṙ2
iα +

1

2

∑

i

Natoms−1
∑

α=1

mQQ̇2
iα (4.20)

The changes to the program involved in the three methods do not extend simulation

times, the process of finding the normal modes and the optimal masses are in the

set-up/parameterization stage. All of the simulations were done on 256 water molecules

with SHAKE to enforce the bond constraints, Ewald sums for long-range electrostatics, in

the canonical ensemble with a Nosé-Hoover temperature bath.9,17,18,20 The data was

gathered at 298K with using densities such that a pressure of 1 atm is achieved. Data was

gathered in 10 runs of either 20ps or 100ps each.
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4.3 Fluctuating Charge

The results of the various extended Lagrangian methods were compared using potential

energy (E/N), average dipole moment (〈µ〉), the root-mean-square of this dipole moment

(〈µ2〉1/2) and the translational diffusion constant (see Eq 4.21.

D = lim
t→∞

1

6t
〈|rcm

i (t) − rcm
i (0)|2〉 (4.21)

As a source of comparison these values were calculated for a simulation performed with

TIP4P-FQ using the iterative method without any corrections for the Lennard-Jones

cutoffs(Table 4.1). As the time step, δt, increases the average energy increases slightly and

Table 4.1: Results for the TIP4P-FQ model for the potential energy per molecule, the average
dipole moment, the root-mean-square of the dipole moment, and the translational diffusion
constant as a function of the time step. Also shown is the average energy for the TIP4P-EW
model. Using the Iterative method.

δt E/N 〈µ〉 〈δµ2〉1/2 D E/N (TIP4P-EW)
(fs) (kcal/mol) (Debye) (Debye) (10−9 m2/s) (kcal/mol)
0.5 -9.93(2) 2.643(3) 0.201(2) 2.0(5) -11.53(1)
1.0 -9.93(4) 2.643(6) 0.202(1) 1.8(1) -11.53(2)
1.25 -9.91(2) 2.640(3) 0.200(1) 2.0(1) -11.51(2)
1.5 -9.91(2) 2.639(2) 0.201(1) 1.86(1) -11.51(1)
1.75 -9.89(2) 2.637(4) 0.200(1) 1.9(1) -11.50(2)
2.0 -9.88(2) 2.635(3) 0.201(1) 1.97(9) -11.49(1)

average dipole moment decreases, this second value is consistent with the small increase in

energy. If the calculations had included a correction for the Lennard-Jones cutoffs the drift

in energy with time would likely have been less. The non-polarizable model also shows a

shift in average energy, however this shift is on the order is approximately 100 cal/mol less

then the shift for the TIP4P-FQ model.

When choosing a ”mass” for the charge a balance must be found between to
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opposing considerations. The mass must be small enough to respond quickly to changes in

the environment thus staying close to the potential energy minima and limiting coupling

between the charge degrees of freedom and the molecular degrees of freedom. Coupling

between the degrees of freedom with result in the charge coordinate warming and losing

contact with the energy minima. A mass that is too small requires a small time step. The

relationship between mass and time step can be understood by a sine function. Ideally for

a sine function there should be at least two evaluations per period. Given the sampling

rate for the Hamiltonian of 2π/δt, the Nyquist critical frequency for a 1 fs time step is

ωN=16,600 cm−1 for δt=1.25 fs.22 The results of insufficient sampling can be seen when

the charge trajectories of the extended Lagrangian using the original charge mass and time

step are plotted versus the trajectories for the iterative method starting from the same

coordinates. The extended Lagrangian solution oscillates around the exact solution in a

smooth sinusoidal function when plotting the trajectory of the m-site charge (Figure 4.1).

However, when the trajectories of the charges on the protons are analyzed the high

frequency oscillations are not smooth in appearance (Figure ??).11,14

The time scales for the charge oscillation are shown clearly by the frequency

spectrum of the charge velocity autocorrelation function,

C̃q̇αq̇α
(ω) =

∫ ∞

0

(

1

N

N
∑

i=1

q̇iα(0)q̇iα(t)

)

cos(ωt)dt (4.22)

where q̇iα(t) is the velocity of the charge of atom α on molecule i. Time correlation

functions have been used to characterize Car-Parrinello dynamics in the past.23 The

spectrum for extended Lagrangian charges using the original method with a time step of 1

fs and a charge mass of 6.0x10−5 (ps/e)2 is shown in Figure 4.3. The low frequency region,

up to 2500 cm−1, corresponds to a charge response due to the molecular motion. While the

lower frequency section of the protein is maintained throughout the different simulation

methods, the higher frequency parts are from the fictitious nature of the extended

Lagrangian charge dynamics. This region is broad, from 4000 to over 12000 cm−1 and this
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Figure 4.1: Oxygen atom charge (m-site) versus time comparing the exact (dashed line) and
the extended Lagrangian values (solid line).

broadness does not allow for much flexibility in choosing the charge mass. A smaller charge

mass will push the frequencies higher and the charge dynamics may become too fast to be

used with a standard time step. A large charge mass will allow for a larger time step but

will push the low frequency end of the spectrum towards the molecular frequencies. This

will cause strong thermal coupling between the charge and molecular degrees-of-freedom,

as well as a slowed response to changes in the molecular structure of the liquid. Both the
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Figure 4.2: Hydrogen atom charge versus time comparing the exact (dashed line) and the
extended Lagrangian values (solid line).

hydrogen and M-site charges show a feature around 4000 to 6000 cm−1 and the hydrogen

charges only show a peak starting at 8000 cm−1. This peak is in the region of the charge

normal mode frequencies in the gas-phase, from Equations 4.17 and 4.18. By decreasing

the M-site charge mass from 6.0x10−5 (ps/e)2 to 2.0x10−5 (ps/e)2 and increasing the

hydrogen charge mass to 1.4x10−4 (ps/e)2 , the frequencies can be brought together

(Figure 4.4). The modification of the charge masses to bring the frequencies in the same
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Figure 4.3: Frequency spectrum of the charge velocity autocorrelation function using the
original extended Lagrangian method (Method 1) for the hydrogen atom (dashed line) and
M-site charges (solid line). The arrows show the frequencies of the gas-phase charge normal
modes for the system.

range was done by Stern, et al.13 The normal mode method eliminates the peak around

5000 cm−1. Figure 4.5 shows the results using a normal mode charge mass of 3.0x10−5

(ps/e)2. This mass corresponds to the same charge mass as 6.0x10−5 (ps/e)2 for Method 1.

The absence of this peak for the normal mode method means that the charge mass can be

decreased without thermal coupling between the charge and nuclear degree-of-freedom.
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Table 4.2: Results for the TIP4P-FQ model using the extended Lagrangian method with a
single charge mass, mq.

δt mq E/N 〈µ〉 〈δµ2〉1/2 D Tq(t=20 ps)
(fs) (10−4 [ps/e]2) (kcal/mol) (Debye) (Debye) (10−9 m2/s) (K)
0.5 0.60 -9.92(2) 2.641(3) 0.202(3) 1.82(9) 3.0(1)
0.5 1.40 -9.80(4) 2.646(6) 0.236(2) 1.8(2) 120(5)
0.5 2.40 -9.57(3) 2.651(5) 0.264(2) 1.89(9) 241(7)
1.0 0.60 -9.90(2) 2.637(3) 0.199(1) 1.90(8) 2.5(2)
1.0 1.40 -9.81(3) 2.647(5) 0.236(3) 1.9(1) 104(4)
1.0 2.40 -9.59(3) 2.646(3) 0.265(2) 2.0(1) 219(10)
1.25 1.40 -9.78(1) 2.642(2) 0.236(1) 1.83(7) 100(5)
1.25 2.40 -9.60(2) 2.650(4) 0.265(2) 1.9(1) 205(7)
1.5 1.40 -9.75(3) 2.638(5) 0.235(2) 1.9(1) 87(5)
1.5 2.40 -9.56(3) 2.651(6) 0.270(2) 2.1(2) 192(7)
1.75 2.40 -9.54(4) 2.647(5) 0.272(1) 2.1(2) 184(8)
2.0 2.40 -9.49(1) 2.643(2) 0.266(7) 2.0(1) 157(5)

In order to use Method 1 with a larger time step, larger charge masses have to be

used. If we want to keep the critical frequency the same relative to the fastest frequency of

the system, then increasing δt by a factor of two would require increasing the charge mass

by a factor of 4 to 2.4x10−4 (ps/e)2. With this charge mass, trajectories are stable with

times steps up to 2 fs, but it does not result in accurate values for the average energy or

other properties of the liquid (see Table 4.2). For a time up to 1.5 fs, stable trajectories

can be achieved with a mass equal to 1.4x10−4 (ps/e)2, intermediate between 6.0x10−5

(ps/e)2 and 2.4x10−5 (ps/e)2. These results are also not in good agreement with the results

from Table 4.1. So Method 1 is not successful with any value of the charge mass with time

steps of 1.25 fs or larger. The problems with the method can be seen in the charge

temperature, given by

Tq =
∑

iα

〈q̇iα〉/kf (4.23)

where f is the number of charge degrees of freedom, 2 times the number of molecules. The

last column of Table 4.2 shows the Tq after a 20 ps trajectory. In all cases except for time

steps of 0.5 or 1.0 fs and a charge mass of 6.0x10−5 (ps/e)2, the temperature gets large and
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Figure 4.4: Frequency spectrum of the charge velocity autocorrelation function with different
charge masses for the hydrogen (dashed line) and M-site charges (solid line).

approaches the temperature of the nuclear coordinates. After an initial jump from the

starting point with charge velocities equal to zero, Tq only shows a slow increase as

originally implemented with δt=1 fs and mq=6.0x10−5 (ps/e)211 (the solid line in Figure

4.6).

The other two methods work much better at larger times steps (Tables 4.3 and 4.4).

Just like Method 1, in order to use larger time steps, the charge mass for the hydrogen
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Figure 4.5: Frequency spectrum of the charge velocity autocorrelation function using charge
normal modes for the hydrogen (dashed line) and M-site charges (solid line).

atom has to be increased. For a 2 fs time step, the mass of the hydrogen charge has to be

at least 2.4x10−4 (ps/e)2, which corresponds to a normal mode charge mass, mQ, equal to

1.2x10−4 (ps/e)2. Different values for the M-site charge mass were tried as well, but a value

of 2.0x10−5 (ps/e)2 was found to be optimal. At this time step both these methods give

energies of -9.83 ± 0.03 kcal/mol slightly higher than the value the iterative method gives

at the same time step (-9.90 ± 0.04 kcal/mol). Other properties, including the average
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Figure 4.6: The average time dependence of the charge temperature with a single charge
mass of 6.0x10−5 (ps/e)2 and δt=1.0 fs (solid line), charge normal modes with a charge mass
of 3.0x10−5 (ps/e)2 and δt=1.0 fs (dotted line), and charge normal modes with a charge mass
of 1.2x10−4 (ps/e)2 and δt=2.0 fs (dashed line).

dipole moment, 〈µ〉, the root-mean-square of the dipole moment, and the diffusion constant

are also in close agreement with both the iterative method with δt=2 fs and the original

implementation with δt=1 fs and a single charge mass equal to 6.0x10−5 (ps/e)2. The

average pressure was also calculated and did not show any differences among the methods.

The structure of the liquid is also in good agreement (Figure 4.7). The gOO(r) for the
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Table 4.3: Results for the TIP4P-FQ model using the extended Lagrangian method with
different charge masses for the two charge sites, M and H.

δt mqM :mqH E/N 〈µ〉 〈δµ2〉1/2 D Tq(t=20 ps)
(fs) (10−4 [ps/e]2) (kcal/mol) (Debye) (Debye) (10−9 m2/s) (K)
0.5 0.20 : 1.40 -9.92(3) 2.642(4) 0.203(1) 1.88(8) 5.2(4)
0.5 0.20 : 2.40 -9.92(3) 2.646(5) 0.206(4) 1.7(2) 23(1)
1.0 0.20 : 1.40 -9.90(4) 2.639(5) 0.201(1) 1.9(2) 4.2(3)
1.0 0.20 : 2.40 -9.88(4) 2.645(6) 0.204(2) 1.9(2) 37(1)
1.25 0.20 : 1.40 -9.91(3) 2.640(4) 0.202(2) 2.0(1) 3.5(2)
1.25 0.20 : 2.40 -9.88(2) 2.647(4) 0.205(5) 1.9(1) 33(6)
1.5 0.20 : 1.40 -9.88(2) 2.637(3) 0.202(1) 1.9(1) 2.8(1)
1.5 0.20 : 2.40 -9.88(2) 2.644(3) 0.208(1) 1.8(1) 29(1)
1.75 0.20 : 2.40 -9.84(2) 2.637(4) 0.207(1) 1.8(2) 22(1)
2.0 0.20 : 2.40 -9.83(3) 2.642(5) 0.203(2) 2.0(1) 17.4(8)

method using charge normal modes (with δt=2 fs and MQ=1.2x10−4 (ps/e)2) is almost

indistinguishable from the gOO(r) using the original method, with slightly smaller peak

heights. The other correlation functions gHH(r) and gOH(r) are in good agreement as well

(data not shown). For all the methods listed in Tables 4.2 and 4.3, the pair correlation

functions are very close to each other.

The charge temperature rises fairly linearly with time (Figure 4.6) and the effects of

the amount of thermal coupling to the charges are more apparent in simulations longer

than 20 ps. In Method 1 with δt=1 fs and MQ=6.0x10−5 (ps/e)2 the charge temperature

after 100 ps is only 9.2 K (from an average of ten 100 ps runs). The averages from the 100

ps simulation are close to those from the 20 ps simulation (E/N=-9.86±0.01 kcal/mol). For

Method 3 with δt=1 fs and MQ=3.0x10−5 (ps/e)2 the charge temperature increases very

slowly and after 100 ps is only 0.5 K. The results using this method, δt, and MQ from ten

100 ps simulations are identical to the results from ten 20 ps simulations. Similarly, using

Method 3 with a time step of 1.5 fs and MQ=7.0x10−5 (ps/e)2 gives a value for Tq of 3.0 K

after 100 ps and the simulation gives the same results as the shorter simulations. In cases

where the Tq increases more quickly, the results will depend on the simulation length. The

dashed line in Figure 4.6 is for Method 3 with δt=2 fs and MQ=2.4x10−4 (ps/e)2. From
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Table 4.4: Results for the TIP4P-FQ model using the extended Lagrangian method with
charge normal modes.

δt mQ E/N 〈µ〉 〈δµ2〉1/2 D TQ(t=20 ps)
(fs) (10−4 [ps/e]2) (kcal/mol) (Debye) (Debye) (10−9 m2/s) (K)
0.5 0.30 -9.95(3) 2.646(5) 0.203(1) 1.8(1) 0.50(2)
0.5 0.70 -9.93(3) 2.643(5) 0.202(1) 1.9(1) 2.5(1)
0.5 1.20 -9.90(3) 2.643(6) 0.205(1) 1.9(1) 28(2)
1.0 0.30 -9.91(2) 2.642(4) 0.202(4) 1.9(1) 0.52(1)
1.0 0.70 -9.93(3) 2.638(2) 0.200(1) 1.8(1) 2.2(2)
1.0 1.20 -9.90(2) 2.643(3) 0.205(1) 1.86(8) 22.2(8)
1.25 0.70 -9.89(3) 2.637(5) 0.199(1) 2.0(1) 1.7(1)
1.25 1.20 -9.87(3) 2.641(5) 0.204(2) 1.9(1) 18(1)
1.5 0.70 -9.91(2) 2.640(3) 0.202(1) 1.9(2) 1.5(1)
1.5 1.20 -9.89(3) 2.642(4) 0.205(1) 1.9(1) 17.2(8)
1.75 1.20 -9.88(2) 2.640(3) 0.205(1) 1.8(2) 13.7(8)
2.0 1.20 -9.83(3) 2.643(5) 0.203(6) 2.0(1) 10.1(4)

simulations of 20 ps, Tq stays under 10 K and the results are close to the iterative method

results at the same time step. After 100 ps, Tq will reach about 40 K and the resulting

properties are much different (E/N=-9.755±0.009 kcal/mol). It appears that Tq should be

kept below some threshold, perhaps around 10 K. The temperature can be kept low by

quenching the charges to their minimum energy values when Tq exceeds some limit24 or at

periodic intervals.25 Using Method 3 (δt=2 fs, MQ=2.4x10−4 (ps/e)2) and quenching the

charges every 10 ps over 100 ps simulations (keeping Tq < 10 K) gives results that are

again close to the iterative method results (E/N=-9.86±0.01 kcal/mol). The charge

temperature can also be kept low using thermostatting,12,26 although this was not done in

any of the present simulations.
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Figure 4.7: The oxygen-oxygen correlation function, comparing the results using a 1 fs time
step with a single charge mass for both charge types equal to 6.0x10−5 (ps/e)2 (solid line)
and using a 2 fs time step with the normal mode method for charge dynamics and a charge
mass equal to 1.2x10−4 (ps/e)2 (dashed line).

4.4 Summary

At a 1 ps time step all methods 2 and 3 give results with good agreement to the original

implementation of fluctuating charge (method 1). While all three methods are similar in

terms of energetics, the charge normal modes maintain a lower temperature throughout the
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simulation, however both methods 1 and 2 have final temperatures that do not exceed the

10 K upper limit to stay close to the potential energy minimum. Accurate results can be

obtained up to δt=1.5 fs, past this point the coupling between the charge and atomic

degrees of freedom becomes an issue resulting in an increase in potential energy.

While the temperature of the charge may cause problems as the time step increases

it is not an insurmountable problem. The temperature is still within the low temperature

range at 10 ps, this allows for a combination of the extended Lagrangian and the iterative

method to be employed at larger time steps. The extended Lagrangian can be used in 10

ps simulations, or another appropriate value, at which time the system can be annealed to

the exact charges using the iterative method. This would only slightly increase the

simulation times associated with fluctuating charge method. However, as the time step for

these simulations this would still be a net decrease in computational cost. The other

possibility is thermostatting the charges.

While the charge normal modes give good results at larger values of δt, this is not

necessarily the best option for protein simulations. The use of normal modes that are not

coupled might decrease method 3’s charge temperature at δt=2 ps, however the process of

adding normal modes to protein simulations is not trivial. The geometry of each amino

acid would help determine the appropriate diagonalizing matrix, and any changes in overall

geometry during the course of the simulation would result in changes to the normal modes.
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Chapter 5

Experimental

5.1 Protein Simulations

The free energy of hydration is a state function and thus it can be expressed as the sum of

two terms, ∆Gprotein. The first, ∆Gwat, involves the removal of a water molecule from a

box of pure liquid water (1). While the second, ∆Ghyd is the introduction of a water

molecule into a protein cavity(2).1

(N + 1) H2Oliq + protein{empty cavity}
∆Ghyd
−→ N H2Oliq + protein{H2O} (5.1)

(N + 1) H2Oliq
∆Gwat−→ N H2O + H2Oni (5.2)

H2Oni + protein{empty cavity}
∆Gprotein
−→ protein{H2O}. (5.3)

where H2Oliq is liquid water and H2Oni is a non-interacting water molecule. To correctly

and reversibly calculate the free energy for Equation 5.3, the simulation would have to

allow for the water molecule to search the entire simulation box, which would require

prohibitively long simulation times. Also, if ∆Gprotein is positive, the water molecule will

not occupy the cavity of interest. These problems can be avoided by first localizing the

molecule in the binding site, then allowing the molecule to interact with the protein.1,3–6
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The process represented by Equation 5.3 becomes a two step process,

H2Oni + protein{empty cavity}
∆Gloc−→ protein{H2O

loc
ni } (5.4)

protein{H2O
loc
ni }

∆Ginter−→ protein{H2O} (5.5)

where H2O
loc
ni indicates a non-interacting molecule which is localized in the protein cavity.

If the molecule is localized using a harmonic potential,

Uharm(r) = kharm (rO − rX)2 (5.6)

where kharm is the force constant, rO is the position of the oxygen atom of the water

molecule, and rX is the center of the binding cite, then the free energy to localize the

molecule is given by4–6

∆Gloc = −kT ln[ρ(πkT/kharm)3/2] (5.7)

where k is Boltzmann’s constant, T is temperature, and ρ is the bulk density of water.

This method correctly satisfies the conditions regarding a standard state which is the pure

liquid of density ρ.1,3–6 Note that some previous studies of cavity hydration1,7,8 have not

satisfied conditions of the standard state and reversibility.4,6 Simulations of BPTI were run

without restraint to find the mean square fluctuation in the oxygen position, 〈δr2〉. The

optimal force constant, was found from kharm = 6kT/〈δr2〉 to give kharm = 3 kcal/mol/Å2.5

Because the protein may rotate and translate during the course of the simulation,

the center of the restraint potential, ro, must rotate along with the protein. This was

implemented by rotating the crystal structure geometry onto the simulation structure

every time step by minimizing the root-mean-square deviation between the Cα atoms. The

value of rX is taken to be the location of the oxygen atom of the crystal water, after the

structure is rotated onto the current coordinates. The free energy for the hydration process
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is then given by

∆Ghyd = ∆Gwat + ∆Gprotein = ∆Gwat + ∆Gloc + ∆Ginter (5.8)

The initial state of Eq. 1 is the empty cavity. To ensure that other water molecules do not

enter the cavity as λ goes to zero, an additional short-ranged interaction between the

position of the reference cavity water oxygen and the oxygen atoms on the solvent water is

added with this form, Ur =
∑

k εr(rOh/σr)
−12.

To calculate the free energy of the process given by Equation 5.5, free energy

perturbation can be used, with a potential energy of the water molecule in the binding

pocket is given by

Uλ = λ





∑

j

4εOj





(

rOj

σOj

)−12

−

(

rOj

σOj

)−6


+
3
∑

i=1

∑

j

qiqj/rij





+(1 − λ)
∑

k

εr

(

rOk

σr

)−12

+ (1 − λ)kharm(rO − rX)2 (5.9)

where O denotes the position of the oxygen atom of the cavity water, the sum over i is over

the atoms of the cavity water, the sum over j is over all the other atoms (all protein, ions,

and all other water molecules) and the sum over k is over the oxygen positions of all other

water molecules. The parameter λ therefore scales in the Lennard-Jones and electrostatic

interactions of the cavity water molecule with the surrounding molecules while

simultaneously scaling out both the repulsive term keeping out other water molecules from

the site (εr=0.152 kcal and σr=2.0 Å) and the harmonic restraint term. The protein is

fully hydrated at λ = 1.

The calculation of ∆G from free energy perturbation requires the calculation of

averages of 〈e−(Uλi
−Uλi+1

)/kT 〉Uλ
(see, for example, Allen and Tildesley9). The bias from the
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repulsive potential Ur keeping the cavity empty as λ goes to zero can be corrected using

〈e−(Uλi
−Uλi+1

)/kT 〉0Uλ
=

〈e−(Uλi
−Uλi+1

)/kTe(1−λi)Ur/kT 〉Uλ

〈e(1−λi)Ur/kT 〉Uλ

(5.10)

where 〈...〉0 denotes the average without Ur. If the value of the perturbation term

Uλi
− Uλi+1

is uncorrelated with Ur then

〈e−(Uλi
−Uλi+1

)/kT 〉0Uλ
=

〈e−(Uλi
−Uλi+1

)/kT 〉Uλ
〈e(1−λi)Ur/kT 〉Uλ

〈e(1−λi)Ur/kT 〉Uλ

= 〈e−(Uλ−Uλi+1
)/kT 〉Uλ

(5.11)

This is the assumption we use. For the barnase cavity, water molecules never attempt to

enter so Ur is never much greater then zero. For BPTI, this term is required, but is

effectively zero except at small λ values. At larger values of λ, the interactions with the

cavity water are sufficient to keep other molecules out of the cavity.

All protein molecular dynamics were performed using the Amber6 suite of programs

with the Cornell et al. 1994 force field3 and TIP3P water.11 The protein contributions to

the free energies, ∆Gproteins, were determined with free energy perturbation in the module

Gibbs from the Amber 6.0 suite of programs.12 A minimum of 500 ps of simulation was

performed at each of 12 λ values ranging from λ = 0.95 to λ = 0.025 with a prior 20 ps of

equilibration performed at each λ value. In the wild-type BPTI (PDB entry 5PTI) and the

lysozyme mutant (PDB entry 2HEA) all λ values were equilibrated for 220 ps. The

barnase mutant (PDB entry 1BRI) 298K simulations included an additional 500 ps of

molecular dynamics on all values of λ from a different equilibration point, as well as an

addition 2000 ps at the end points in an attempt to minimize error in the free energy and

other structural data. Only forward (insertion) values of ∆G were used in the protein

simulations with the exception of 0.025 → 0.0 where the backward (deletion) value was

used due to increased noise at the endpoints. Insertion and deletion free energies were not

averaged as the magnitude of errors in the two measurements are not identical.13 The

insertion free energy values were less noisy then their deletion counterparts, but values for
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∆Ghyd using both forward and reverse as well as half steps were very similar. To ensure a

complete set of data the amber code was altered to output data required to calculate

∆Gλ+∆λ, ∆Gλ−∆λ, as well as ∆Gλ+(∆λ)/2, and ∆Gλ−(∆λ)/2.

The free energy for the removal of a water molecule from the pure liquid, ∆Gwat,

was calculated using our group’s own program, using the separated-shifted scaling method

to avoid singularities.14,15 The free energy calculations used 12 λ values, ranging from 0.05

to 0.95, and ran for 5 nanoseconds at each λ value. These simulations used 256 molecules,

a 1 fs time step, and SHAKE for bond constraints.9 The simulations were done in the

isothermal-isobaric (constant T,P,N) ensemble, by coupling to a pressure bath and a

Nosé-Hoover temperature bath.16–18

The entropy can be found from a finite difference approximation of the temperature

derivative which requires calculating the free energy at two different temperatures

(T±∆T),19 given by

∆S = −(∆G(T + ∆T ) − ∆G(T − ∆T ))/(2∆T ). (5.12)

The entropies are about an order of magnitude more uncertain than the ∆G and so require

longer simulations.19 Using a finite difference approximation to the entropy is equivalent to

assuming that the free energy is linear over this temperature range. Therefore, rather than

calculating ∆S through Equation 5.12, the free energy at the three temperatures

(T-∆T,T,T+∆T) can be fit to a line and the slope of the line can be used to get ∆S. A

temperature difference of 15 Kelvin is used, which in previous studies of aqueous solvation

has been shown to be effective.19–21 A similar method has been used to estimate the

entropy of binding between compounds and nucleic acids.22

Structure files of the I76A mutant of barnase, the I106A mutant of lysozyme and

wild-type BPTI were obtained from the protein data bank and the original counter ions

were removed. Three proteins are in the unit cell of the 1BRI structure, only the third

(labeled C) was used. In barnase the histidine residues were assumed to be neutral and
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changed to reflect protonation of the Nδ (HID). Lysozyme also had histidines but residues

were protonated at the epsilon position of the Nδ (HIE). In BPTI and lysozyme all the

original crystal waters were kept while for barnase only those waters surrounding the

protein chain C were retained. The protein data bank files were first loaded into the xLeap

program within the Amber6 package to ensure no residues were absent. The resulting

coordinate system was saved in protein data bank (pdb) format and protonated using the

appropriately named PROTONATE program. The subsequent protonated pdb file was

again loading into xLeap. The proteins were loaded into xLeap, and cross-linking of the

appropriate cysteine residues was performed for BPTI and lysozyme using the connect

command. Chlorine ions were added to create a neutral simulation box, 2 ions were added

to barnase, 8 for lysozyme and 6 were added to BPTI. Additional solvent waters were

added to create an 8 Å box around the three proteins, 3132, 6318 and 4769 residues were

added to BPTI, lysozyme and barnase, respectively. At this point the required coordinate

and topology files were created, as was the topology file in which the buried water is made

non-interacting. Simulations were performed with particle-mesh Ewald. A 7 Å cutoff for

non-bonded pairs during simulations for Lennard-Jones and real space Ewald interactions.

Steepest descent minimization was performed for 10 ps to eliminate bad contacts

and the proteins were warmed to 298 K over the course of 26 ps for BPTI and 140 ps for

the larger proteins barnase and lysozyme using the Sander program in the canonical

ensemble (constant T,V,n). After equilibrating at 298 for 20 ps, an additional 20 ps of

isothermal-isobaric equilibration was performed at 283, 298, and 313 K.

A sample input for free energy calculations using the Gibbs program follows. This

example is for the λ = 0.6.

Gibb’s input for 2HEA
&cntrl
irest = 0, ibelly=0, iewald=1,
ntx = 7, ntxo=1,
tempi=298., heat = 0.000000E+00,
ntb=2, iftres=1,ibxrd = 0,
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nrun = 1, NTT=5, , TEMP0=298.,
dtemp =10, tautp=0.5, tauts=0.5,
isolvp=2023, nsel = 0, dtuse=0.5,
ntp=1, npscal=0, pres0=1.0,
comp=44.6000, taup = 0.6,
ndfmin = 0, ntcm=1, nscm=-1,
isvat=1, nstlim=50000, INIT = 4,
T=0.0, DT = 0.001,
ivemax = 0,
ntc=3,
tol=0.00001, tolr2 = 0.001, ncorc=0,
ishkfl = 1, itimth=0, jfastw = 0,
ntf=3, ntid=0, ntnb=1, nsnb = 50,
ielper=0, imgslt=0,
idsx0=0, itrslu=1, ioleps=0,
intprt=1, itip=0,
cut=7.0, scnb = 2.0, scee= 1.2,
dielc = 1.0, cutprt = 0.0,
ntpr=1000, ntwx=1000, ntwv=-1, ntwe=-1,
isande=1, iperat = 0, iatcmp= 0,
ntatdp = 0, ntwprt=0,
ntr=1, ntrx = 1,
taur = 1.0, intr = 0, ibigm=1,
isftrp=0, rwell = 5.0,
ctimt = 0.0, isldyn=-3,
almda=0.60, almdel = 0.10, idifrg=0,
nstmeq=0, nstmul = 50000, ndmpmc=10,
islp=0, corrsl = 0.8, almdl0=0.001, amxdel=0.1,
idiel=1,idwide = 0,
&end
63.530530 59.651815 58.422944 90.0000000 90.0000000 90.0000000
64 60 60 3 0 0
0.000001
Title, restraining calphas
0.0
FIND
CA * * *
SEARCH
RES 1 130
END
Title, wtp
3.0
ATOM 2021
END
END
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Temperature coupling during the constant T, P, n simulations was performed using

Berendsen coupling23 with the temperature relaxation time τT optimized for each structure

in an effort to maintain good temperature control for the cavity water. The resulting

couplings were τT = 0.5 ps for barnase and lysozyme and τT = 0.2 ps for 5PTI. The cavity

water was considered part of the solute for all calculations. The constant pressure

calculations were also performed with isotropic position scaling and SHAKE was used to

constrain all bonds. Trajectories were performed in 50 ps segments, each containing 50,000

steps of 1 fs each and coordinates and energy data was sent to output every 1 ps (1000

steps). This allowed for limited loss of data should a crash occur and a larger set of energy

data. Thus, a 500 ps simulation, the smallest performed, involved 10 runs per λ value

resulting in 120 trajectories over the course of the calculation.

Immediately following the main control statements is the data needed to run

particle-mesh Ewald. The length in angstroms of each side of the simulation box is given

follows by the angle, as these simulations were preformed within a rectangle the angles

involved were 90 degrees. The subsequent line contains the values for NFFT 1, 2 and 3

which are used to define the charge grid. These values were as close to thee box lengths as

possible to give an approximately 1Å grid for the reciprocal space calculations. Those

calculations involve the use of the fast Fourier transform and as such the NFFT value is

chosen to be a product of 2, 3 and 5 or the powers of those numbers. Also required for the

calculation is a value for the order of the calculation, in this case a fairly small value 3 was

chosen, the cost of the PME calculation is determined in large part by this value (Order3).

The tolerance was set to 10−6 and any charges caused by roundoff errors were neutralized

prior to each run.12 The final lines are involved in calculating the restraints defined earlier.

Calculations at 3 kbar were performed using the same methodology. However the

spring constant for the harmonic constraint holding the water in the cavity was increased

to ensure it did not leave the pocket during the equilibration to the higher pressure. This

was scaled back to the same spring constant in the 1 bar studies after the pressure was
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finished equilibrating. The protein calculations at high pressure were performed for

500-1000 ps of simulation time. Longer simulations were used primarily at the end points

of the simulation and lower values of λ where noise becomes a problem and flexibility

measurements require more data points. Special consideration was given to ensure that the

water did not exit the cavity while the water was scaled out, as at increased pressure this

was a possibility despite the harmonic constraint. When this occurred the simulation was

equilibrated from a different point and the calculations were restarted.
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Chapter 6

Conclusions

6.1 Protein Simulations

The calculated free energy changes for the hydration of the cavities in the two different

proteins vary considerably depending on the type of cavity. the entropy change also varies

considerably. For the BPTI cavity, the hydration process is entropically unfavorable and

for barnase it is entropically favorable. The polar cavity in BPTI, in which the water can

form four hydrogen bonds, would be predicted to be hydrated, based on the calculate free

energy change of -4.7 kcal/mol. The less polar cavity of the barnase mutant is not

predicted to be hydrated. This result, that polar cavities are hydrated and non-polar are

not, is consistent with calculations of cavities on other proteins,1 but our ∆Ghyd for the

barnase mutant is in apparent disagreement with the X-ray results of Buckle, et al.2

Before discussing the differences between the simulations and experiments, it is

worth stating that there is some ambiguity in the X-ray data as well. The unit cell of the

protein contains three protein molecules and only one (molecule C) contains electron

density well-defined enough to indicate a water molecule in that position. The electron

density in the other two structures is too weak to assign a water molecule to this site. The

three protein structures in the unit cell are very similar (with root-mean-square deviations

of 0.169 for protein A and 0.128 for protein B from C) so it is not obvious why only one of
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the structures contains the buried water. The simulation and X-ray (for protein structure

C) results may be different for several reasons. The experiments are done under different

conditions, including not only the crystal environment but also at a temperature of 4◦C

and at a pH of 7.5.2 The temperature difference does not seem significant enough to

change results, and since the calculations find that the process is entropically favorable,

∆Ghyd should be even less at 25◦C than at 4◦C. Another explanation may be that the

interior water in the X-ray structure is thermodynamically unstable, in agreement with the

calculated results, but is kinetically trapped. This does not seem too likely, since the cavity

is not too far from the surface and our simulations reveal that the water molecule can leave

the cavity (when unconstrained) on a short time scale. The differences may also be due to

problems with the potential models. For the Cornell, et al. force field, the parameters

which describe the interactions between non-polar groups and water are chosen to

reproduce the solvation free energies for a set of molecules, including methane, ethane, and

butane.3 These solvation energies depend not only on the strength of the water-solute

interaction but also the water-water potential. For example, several models with much

different methane-water interactions have similar solvation free energies.4 The

water-methane interaction for Cornell, et al.-TIP3P models has a potential energy

minimum equal to -0.28 kcal/mol, much less than the ab initio value of -0.71 kcal/mol.5

Other non-polarizable models have similarly weak methane-water interactions, while a

polarizable model has a deeper minimum (-0.57 kcal/mol), while still giving the same

solvation free energy.4 This may indicate a possible area of improvement for potential

models. Stronger interactions between water and non-polar groups would tend to decrease

the value of ∆Ghyd, bringing it in closer agreement with the apparent X-ray result. It

appears that a closer look at both the X-ray data and the potential models is necessary

before the hydration of this cavity and perhaps other hydrophobic cavities is fully

understood.

The dynamics of the water in the cavity depends on the type of cavity. Mobility in
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the non-polar barnase cavity is high with the water molecule undergoing two types of

motion not seen in the polar BPTI cavity. The molecule rotates to interchange which of its

hydrogen atoms is near the Phe 7 O atom, on a 5 picosecond time scale, and also

translates, about once every 14 ps, to a secondary binding site 7.3 Å away to form a single

hydrogen bond, with the Try 97 O atom (Figure 2.2). For the water molecule in BPTI, no

such rotations or translations to other regions of the protein are seen.

For all proteins, the addition of the water molecule to the interior cavity increases

the flexibility of the protein, as seen in an increase in the mean square fluctuations in

atomic positions, 〈∆r2〉 (Figures 2.3, 2.15 and 2.21). The interior water molecules may

increase the protein flexibility by increasing and weakening the length of nearby

protein-protein hydrogen bonds, this trend can be seen in barnase and BPTI (Figures 2.6

and 2.16). Other studies have indicated that buried water molecules shield charge-charge

interactions of the protein leading to a higher dielectric constant, this would lead to an

increased protein flexibility.6 Two studies of BPTI in the gas-phase have examined how

protein flexibility changes, based on calculations of the change in vibrational entropy upon

binding the water molecule. These calculations reached opposite conclusions, as stated in

the Introduction, with one concluding that the flexibility increases7 and the other that it

decreases.8 In the simulations of Mao, et al., the water molecule did not stay in the cavity,

so this may explain the difference.8 Our results for aqueous BPTI agree with the results of

Fischer and Verma7 and also a later study by Fischer, Smith and Verma.9 The binding of

molecules larger than water may increase flexibility as well. A study by Tidor and Karplus

of the dimerization of the protein insulin, in the gas-phase, demonstrated that the change

in vibrational entropy suggests that the monomer protein gets more flexible upon binding

to form the dimer. Another study showed that the binding of an inhibitor to the the

rhinovirus capsid protein again increases the flexibility of the protein, as seen by an

increase in 〈∆r2〉.10 This capsid protein study is different in that the binding process

involved the displacement of water, whereas the other studies involved the displacement of
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empty space, so this study is not looking at quite the same thing.

In general our calculations at 1 atm found that the thermodynamics for the

hydration of a protein cavity depend significantly on the properties of the cavity. The

entropy of hydration, ∆Shyd, varies considerably for the two proteins, which, given the

large differences in the mobility of the buried water molecules is perhaps not surprising.

The ∆Shyd for the barnase cavity of positive, indicating that the process is entropically

favorable. For the BPTI cavity ∆Shyd is negative. Different entropies for different

hydration sites on proteins are also indicated by the mass spectroscopy data on gas-phase

BPTI11 and by the librational amplitudes of water in BPTI,12 although all the reported

∆Shyd are negative. Those hydration sites are likely to be more hydrophilic than the

barnase cavity. The entropy estimates based on the librational amplitudes find that the

entropy changes are closer to zero for the water molecules that form fewer than four

hydrogen bonds.12 Our results show that ∆Shyd can be negative for water molecules which

form only one hydrogen bond. For the BPTI cavity, ∆Shyd is -12±9 cal/mol/K. The gas

phase mass spectroscopy data on BPTI gives an entropy change of -33 ± 5 cal/mol/K for

the transfer from the liquid phase to gas phase BPTI although the binding site of the water

is uncertain.11 Our calculated value is significantly larger than this but is smaller than the

Dunitz lower bound estimate of -7 cal/mol/K.13 That value is certainly within the error

bars of our calculations, but our result, together with the gas phase measurements for

BPTI and the theoretical estimate for HIV-1 protease,14 indicates that entropy changes

may in fact be less than the “lower bound” value of Dunitz. The lower entropy implies that

the addition of the buried water has a significant influence on the protein. The magnitude

of the influence may be larger in the gas phase than in the liquid phase. Our results,

particularly the ∆Shyd values agree with the conclusions of Takano, et al that “all water

molecules do not contribute equally to stability, owing to differences in the environment of

water molecules in proteins, such as the number of hydrogen bonds.15

While superficially our calculations at 1 bar had free energies that related to cavity
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environment, the properties of the proteins studied at 3 kbar do not display a consistent

dependence on hydration and the change in free energy of hydration is dependent on cavity

type. The barnase and lysozyme mutants with their single buried waters in hydrophobic

environments, demonstrate a clear shift towards a lower ∆GHyd. While BPTI, with an

isolated water in a hydrophilic environment, has a positive shift. While the change in free

energy of hydration is small for both proteins, <1.0 kcal/mol, the values do appear

statistically significant. The lack of significant changes in protein volume and radius of

gyration is not unexpected as prior to denaturation there will be areas of localized

increased volumes that offset negative volume changes.

The protein at 1 bar exhibited a positive dependence on hydration, that is the

hydrated protein was more flexible then the empty protein. However, at 3 kbar the

flexibility of BPTI shows little dependence on hydration, and the sections within 6 Å of the

cavity water exhibit a slight negative dependence. The slight increase in cavity size upon

hydration and decrease in near by hydrogen bond lengths is consistent with results at 1 bar

and can not be used to explain this behavior. Most residues in the protein exhibit less

motion during the simulation indicating the hydrated protein is stiffens as pressure is

increased. The increase in solvent bound to the protein when the cavity was empty and the

minimal changes in hydrogen bonding when the to hydrated states were observed indicate

that wild-type protein is more stable to pressure changes.

Buried water in the hydrophobic barnase cavity results in no shift in the hydration

dependence of flexibility, however this in not unexpected as the water is not strongly

interacting. However, the water appears more stable within the cavity at high pressure,

exhibiting both longer periods between flips and a smaller 〈r2〉 of the water oxygen. This

apparent stability should decrease the entropic contribution to the ∆Ghyd.

Perhaps most interesting was the effect of pressure on lysozyme, where despite the

lack of any stable hydrogen bonds during the course of the simulation the ∆Ghyd was over

1 kcal/mol more favorable. While the resulting free energy still did not indicate a
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spontaneous process it does give credence to the idea that hydrogen bonding alone can not

be used to predict extent of hydration.

Examination of the 〈δr2〉 data for both proteins on a residue-by-residue basic and

by structure type failed to generate any patterns to the shift other then the structure

changes that occur at turns, bends, and residues next to, but not part of, major structure

types. This agrees with the concept that the areas that are altered first under increased

pressure are those that do not have a rigid hydrogen bond network. The role of buried

water in the denaturation process is still difficult to discern and our flexibility results

indicate that it may depend greatly on the environment in which the water is located.

However, the concept that the cavity water serves to nucleate the process is unlikely, at

least the three proteins we examined. There was not real hydration dependence to

flexibility and no changes in hydrogen bonding occurring near the water when the pressure

is increased to 3kbar.
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