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Abstract

Energy is the main bottleneck for wireless sensor networks and it has dominating effects on network lifetime. Sensors have finite energy and during the process of sensing and transmitting data to the cluster head they lose energy. Sensors that are furthest away from the cluster head require more energy than the closer ones. These losses of energy cause sensors to die faster, lower coverage area and hence network death.

In this paper we investigate techniques to maximize the network lifetime by selecting the most optimal cluster head. The proposed technique is in context of cluster-based wireless sensor networks, the others being un-clustered sensor networks. The cluster head selection technique is based upon distance and node degree. The key idea of the scheme is to choose new cluster heads according to their distance and node degree toward the original cluster head location. The benefit of such a technique is to reduce the overall consumption of energy, thus increasing the network lifetime.
I Introduction:

I.1 Background:

Recent technological advances have led to the development of smaller, cheaper, multifunctional and efficient sensors. Sensors are small radio devices which are deployed to relay sensed information. Sensors are made up of a radio, a processing unit, memory unit, sensing unit and an energy source which is usually a battery. Sensors along with base station together form one sensor network.

Unlike the traditional sensors, in the remote sensor network a vast numbers of sensors are densely deployed. Multitudes of sensors are deployed in remote inhospitable environments to better study and understand it. These sensors network and transmit sensed data over a wireless channel.

When their sensed data is intelligently combined it gives us a better understanding of the remote environment. Such application of sensors can be seen in areas of defense, human sciences, geology, biological contamination, etc. All these areas are considered inhospitable yet information about the extent of their impact is essential in critical decision making. Since sensors operate in these inhospitable environments, they need to be robust, reliable, and efficient with high lifetime. These factors are essential to gather data of better quality and for longer length of time.

In order to study phenomenon sensors can be deployed in the following ways.

Firstly, sensors can be in remote location far away from the phenomenon. Sensors like these have to be powerful and have methods build to filter phenomenon information from noise.
Secondly, sensors can be deployed in numbers in and around the phenomenon. The topology of the network need not be pre-determined. They can be dropped in numbers in and around the phenomenon. But this kind of deployment requires the sensors to have self-organizing capabilities using intelligent algorithms and protocols.

These sensors do not just relay raw data. The sensed data is partially processed using an on-board processor and is usually compressed. This compression helps the sensors to reduce the energy required to send the data. In this way it can send more data for a given amount of energy. The compressed data is then relayed forward to central nodes where it is further processed.

The feature described above of a sensor network has wide applications. Some of them include but are not limited to military, health, wildlife habitat monitoring, structural monitoring, target tracking etc. In essence, sensor networks provide immediate and fast access to partially processed end-user data.

In the future, we envision development of better sensors like “smart dust” along with algorithms and protocols. Sensor networks will become part of our day-to-day lives. Variety of applications can be envisioned that depend upon the wireless ad hoc networking technology. Since the requirements of sensor networks are so unique than the techniques proposed for traditional wireless ad-hoc networks may not be well-suited for sensor networks.

The points below illustrate this further

- The number of sensors deployed in a network is exponentially higher to number of nodes in ad hoc network;
- Sensor nodes are less mobile;
- Sensors are densely deployed to overcome fault tolerance and energy constraints;
- Nodes in sensor networks can fail;
- Ad hoc networks usually use point-to-point communication while sensors use broadcast methods to communicate;
- Since sensors are deployed in high numbers, they may not have a unique global ID for unique identification. A unique global ID also increases length of data packet;
- Sensors are constrained in memory, energy and processing capabilities;
- Sensor location is not predetermined.

There are different kinds of sensors depending upon the physical variable they measure. These variables can be thermal, electromagnetic, mechanical, optic and radiation, acoustic, motion, orientation and distance sensors. They are able to monitor different variables like temperature, heat, pressure, chemicals, light, radiation, sound etc.

Micro-sensing and wireless networking, together form the sensor network. Their application in day-to-day life can be seen extensively in video surveillance, robotics, automotives, air traffic control, health monitoring, manufacturing, industrial automation.

Fig. 1 Sample Wireless Sensor Network, with sensors and cluster heads.
One of the most important constraints of a sensor network is energy. Energy is usually supplied by a local battery. Since sensor nodes are deployed in hostile environments it may be hard or impossible to replace or recharge the battery. Thus protocols need to be energy-efficient to best conserve and retain the sensor while still maintaining the data quality. Trade-offs can be made with other factors depending upon the priority, quality and nature of sensed data.

In this work we focus on methods and techniques to preserve and efficiently use energy in a sensor.

1.2 Energy Loss in CH Selection in Wireless Sensor Network:

Many researchers are currently involved in the development of energy-efficient schemes for wireless sensor networks. Most of the latest studies mainly focus on different algorithms, transmission, routing protocols and data compression techniques to save battery and extend the lifetime of the sensor and the network.

Sensors are usually classified into different types of networks depending upon topology, order of data traversal, routing methods etc. Some of them are explained below.

They can be classified as clustered or un-clustered. In the case of without clusters, sensed data can be relayed in a single hop or multi-hop fashion to the base station or data sink. In cluster-based sensor networks, sensors can relay their sensed data to the appointed or elected cluster head of a given cluster. Data to the cluster heads can be transmitted in a single and multi-hop fashion.

Cluster heads can be special kind of sensors with higher energy, processing or memory. In such cases, a central control algorithm run by the base station can select which special sensor
serves as cluster head in a given round or it can elected by sensors in the cluster itself. This is also called “heterogeneous sensor network”.

Cluster heads can be ordinary sensors given additional duty of a cluster head due to various selection parameters which can be distance, energy, centrality, etc, elected either by base station or sensors in the cluster itself. This is also called “homogeneous sensor network”.

Sensors in cluster-based sensor network can be of fixed or dynamic nature. Fixed cluster sensor network is composed of sensors that are associated with a single cluster permanently from the moment they are deployed till the time they run out of energy. Dynamic cluster based sensor network, the sensors change their cluster depending on the parameter on which it is pre programmed. Some of the parameters can be distance, energy, proximity to the data sink, size of the cluster etc.

Fig. 2 Single Hop and Multi Hop Sensor Networks
In our work we look into the case of fixed cluster-based single-hop sensor network. In particular we examine the loss of energy incurred by them due to different selection techniques of the cluster heads. In fixed cluster-based sensor network, sensor nodes are dispersed over the area of the cluster.

Intuitively, we know that as the distance between sensor and cluster head increases, the transmission energy of the sensor increases. With the traffic pattern and energy consumption rate the distribution of sensors with higher energy constantly changes in the cluster.

To compensate for this constant change we need to co-locate the cluster head so as to minimize the energy consumption of sensor thus increasing the network lifetime. This process of co-locating involves the process of identifying potential sensors that can serve as cluster heads, and selecting one among them.

The important point is: which parameters need to be considered for selection of cluster head. As we shall discuss further on we will observe that certain parameters have profound impact on the selection of cluster head.

Since network lifetime is tightly coupled with the lifetime of sensors. It is essential that we look for methods to first increase the lifetime of sensors. This, in turn, will have a direct impact on the lifetime of the network.

There can be many factors that help in cluster head selection. But we have to keep in mind which factors consume more energy. In order to determine certain factors, the sensor needs to spend energy. For instance in measuring the distance between sensor A and sensor B, if A is measuring the distance between itself and B, then it spends energy proportional to the distance between itself and B. Hence, we have to make sure that the chosen factors are energy-efficient and the process of selection is also energy-efficient.
It is important that sensors select a cluster head autonomously instead of transmitting the selection parameters to the base station. This is important because of two important factors. First, it saves energy of transmission to the base station. Secondly, it saves time of transmission, selection and retransmission of results. This helps the sensors get back to sensing faster and in an energy-efficient manner.

In this work, we propose a technique to select a cluster head autonomously and in an energy efficient manner. This mitigates the adverse impact of base station cluster head selection on the network lifetime. The technique takes into consideration the then present traffic pattern and sensors above the minimum energy threshold and then calculates the best sensors from the list of available ones to select a new cluster head.

This work, also demonstrates the performance gain in selection of cluster heads from the proposed technique. The technique is deployed in generic sensor network and real life networks. The generic sensor network simulates a standard sensor network deployed over an area randomly. While the real life network tries to simulate disproportionate distribution of sensors which can be expected in real life environments.

The results show that the proposed technique does enhance the lifetime of the sensor and also the lifetime of the network.

1.3 Thesis Organization:

The remainder of this thesis is structured as follows: In Chapter II, we review the related work, what has been proposed in a matter of efficient cluster head selection techniques and extending the network lifetime in general. We present our technique and discussions in Chapter III. Performance evaluations are presented in Chapter IV, stressing the enhancement that
Distance Node-Degree Technique (DNT) achieves when compared to other schemes. In Chapter V, we summarize the work. Finally, Chapter VI proposes ideas, possible future research related to our scheme.

II Related Work:

Sensor networks have evolved as an important platform for research and computing. The application of these networks in areas of military, medicine, surveillance, day-to-day activities has increased considerably. It is due to this fact that increasing research is being conducted on these specialized devices and networks. These tiny sensors carry along with them sensing unit, processing unit, memory unit, mobility unit if any and a energy source that is battery. It is under very rare circumstances that the sensors battery is manually replaced or recharged, due to the nature of their deployment. Hence energy is the most telling factor in a sensor.

Energy efficiency is the most researched topic in wireless sensor networks. Over the years many interesting studies have been proposed to reduce the energy consumption of the sensors and increase the lifetime of the network.

Many papers like [1, 2, 3, 4, 7, 11, 16] discuss the different techniques in which energy efficiency can be attained. Sensors once deployed on the field, either need to be clustered or left un-clustered. Most of the techniques discuss about clustering of sensor networks after their deployment. There are only a few papers that directly deal with the cluster head selection in a cluster like HEED, Fuzzy Logic, LEACH-Centralized, LEACH.

The reason for the optimization of the cluster head selection techniques is to reduce energy consumption. There are many parameters that help make this decision. Different technique uses different parameters for their selection criteria. As we had mentioned earlier, sensors are usually
placed in inhospitable environments with a non pre determined topology. We argue that this is one of the prime reasons for autonomous cluster head selection and also an energy efficient one.

Nonetheless, we will observe schemes that require sensors to transmit cluster head selection information to the base station for processing. This is not only costly but also inadvertently reduces the network lifetime.

The HEED [1] protocol initially distributes the sensors in different clusters using a distributed clustering algorithm. For intra cluster energy efficiency it uses energy consumption as a parameter to decide the cluster head. The energy consumption is determined by the average energy it takes for a sensor to transmit a unit of data to the cluster head. It uses Average Minimum Reachability Power (AMRP). For every given sensor which can be potential cluster head AMRP is calculated. The AMRP of a sensor is the measure of the expected intra cluster communication energy consumption if the given sensor becomes a cluster head. HEED assumes variable power levels are allowed in intra cluster communication.

The LEACH [4] protocol uses a deterministic cluster head selection technique. LEACH uses randomized rotation of high energy cluster head positions among the sensors in the network. In this way load of the energy consumption is distributed among other nodes.

The operation of LEACH is divided into rounds. Each round has two phases setup phase and steady phase. In the setup phase sensors are organized into clusters. In the steady phase, data transmission from the sensors to their respective cluster head begins. Since being cluster head is an energy consuming process each node takes turn to become cluster head.

Each sensor elects itself as cluster head in the beginning by assigning itself a probabilistic value. This value is based on energy of the node, recently performed cluster head operation or not served as cluster head in a given round. Sensors with higher energy have a higher
probabilistic value and sensors with lower energy have lower value. The value also get effected due to other factors too. If the sensor was earlier a cluster head in the same round then the value goes down when compared to a sensor with similar energy and which has not served as cluster head. The LEACH scheme tries to balance the energy consumption of the sensor by rotating the duties of cluster head for a given list of sensors. This enables the sensors to serve as cluster head but also not sap their energy to below critical threshold. Thus the sensor with the higher value becomes the cluster head for a given round.

The scheme in paper [16] describes energy adaptive method to select cluster heads. The main idea is to avoid choosing sensor with lower residual energy and higher energy dissipation as cluster heads. It bases its selection on three factors: initial energy level, total dissipated energy level of the sensor and initial average energy level of all in-cluster sensors.

In this method, the node after determining it current residual energy level checks with the current average energy level. The current average energy level is determined by taking the average of the current residual energies of nodes in the cluster. If it is lower then; it lowers it probability of becoming the next cluster head, else it will increase it.

LEACH-Centralized [7] uses a centralized clustering algorithm to form clusters and associate cluster heads for the sensors. First the sensors send their location information to the base station. Then the base station computes the average node energy and nodes which are below the average cannot be cluster head for the given round.

Using the remaining nodes as possible cluster heads, the base station finds cluster using the simulated annealing algorithm [5].

This algorithm tries to minimize the amount of energy for the non cluster head sensors to transmit their data to the cluster head. This is done by minimizing the distance between the
cluster head and the non cluster head nodes. The algorithm allows the sensors to disassociate themselves from earlier cluster head and scan the area for other cluster heads. If a sensor finds a cluster head closer to it, than the others it associates with the closer one. This process of dynamic association enables the sensor to make a decision in its best interest, by utilizing the least power to communicate with the cluster heads.

Paper [3] proposes a fuzzy logic approach to cluster head selection. The sensor is selected by the base station after sensors transmit the selection parameters to it. The selection parameters are node concentration, current residual energy, node centrality with respect to entire cluster. These parameters are also refereed as fuzzy descriptors. This technique uses a central control algorithm to select the cluster head. The model of fuzzy logic control consists of fuzzifier, fuzzy rules, fuzzy inference engine and a defuzzifier. It uses the most commonly used fuzzy inference engine called Mamdani Method [6]. The process is performed is four steps: Fuzzification of input variables, rule evaluation, aggregation of rule outputs and defuzzification.

The method described above relies on a complex computing structure to process the selection parameters to output the best probability of a sensor acting as the next cluster. This method requires heavy processing, memory and energy, which is not feasible for our sensor network.

### III Details of Cluster Head Selection Schemes:

#### III.1 Assumptions:

Sensor networks differ in protocols, data sensing pattern, density, coverage and topology depending on the nature of data they are sensing or quality level of data that needs to be obtained.
We make certain assumptions for the network that we studied, which are as follows:

- Density of the network can increase exponentially to gather better quality data. This increase is due to limited sensing range of the sensor for low energy consumption in order to have better coverage; we need to have more sensors. Hence the increase. We in our work use between 0.01 to 0.05 sensors per unit area.
- Sensors transmit the data to the cluster head in a single hop fashion.
- Sensors constantly sense important data and relay it to the cluster head. They relay it at a constant rate of one packet per time unit.
- Sensors do not have mobility in the field.
- The cluster head receives the sensed data from other sensors, and periodically send a control signal across the cluster.
- The first cluster head after deployment is in the center of a given cluster. Initially all the sensed data is sent to the first cluster head.
- The cluster head selection schemes start after the initial cluster head drops below the minimum energy threshold.
- The network is considered dead if it falls below a pre determined sensing coverage area called minimum coverage threshold.
- Sensor network is made up nodes that are similar to each other is every aspect. This network can also be referred as homogeneous network.
III.2 Cluster Head Selection Techniques:

III.2.1 Motivation:

Sensors once deployed are divided into clusters. Each cluster has a cluster head and a certain set of sensors assigned to it. This process of dividing the sensors into clusters is called “clustering” and is usually performed by a clustering algorithm. This initialization process also called the “setup phase” is usually done by the base station or other method as determined by the protocol.

The next phase is the steady phase. It is in this phase that the sensors assigned to a cluster transmit the sensed data to the cluster head. The transmission is either single hop or multi hop. The cluster head in turn can either transmit it forward to the base station directly or to other cluster heads depending upon the agreed protocol. After a period of time transmitting data by sensors to the cluster head within the cluster, the sensors start losing energy and hence go below an energy threshold, below which the sensor is considered dead.

Due to different traffic rate, congestion, presence of data to be sensed and distance between sensor and the cluster head; different sensor have different energy consumption rate. Due to this uneven energy consumption rate the topology of the network changes constantly.

Having a cluster head in a predetermined position with a changing network topology, leads to low network lifetime. The location of the cluster head or the sensor holding the duties of the cluster head should also change. The change should hence increase the sensor lifetime and also the network lifetime.
III.2.2 Methodology of Proposed Schemes:

We examine a single cluster and the methods used to select cluster heads. The cluster can be part of a bigger sensor network with multiple clusters and remote base station. When the first cluster head (i.e., the one in the middle of the cluster) drops below the minimum energy threshold we begin the process of selecting the new cluster head. Minimum energy threshold is a pre determined constant value, if a sensors residual energy drops below this value it is considered dead.

III.2.2.1 Distance-Based Scheme:

During the steady phase, in the distance-based scheme, the cluster head of the earlier round scans the area around it for a radius equal to node-sensing range. If no sensors above the minimum energy threshold are found then the radius is doubled, then tripled and so on and so forth.

This process goes on until at least one sensor is located in the vicinity. The sensor which is the closest to the earlier cluster head is elected as next cluster head. This selection process of sensors carries on until the coverage area drops below a minimum coverage threshold.

This scheme works well in clusters with high node density and with normal sensor distribution.
The above figure is a sample of a random sensor network of radius 50 with 0.02 node density per unit area. The circles highlight the increasing radius of scanning if no sensors are located with energy more than minimum threshold. The innermost circle is reflective of the node range of the sensor, and the increase of it in multiples.

**III.2.2.2 Minimum Total Distance Scheme:**

In this scheme the cluster head of the earlier round scans the whole cluster for sensors with energy higher than minimum threshold. Once the sensors are located, a measurement of summation of distance is done with respect to each sensor.
Each sensor is assumed to be the next cluster head and the sum of distances between itself and the rest of the selected sensors is measured. The sensor with the least value of this summation of distance is selected as the next cluster head.

This is intuitively the best selection method but it is very costly. The amount of energy spent by each sensor in calculating the distance between itself and other sensors is very high. In an energy-conscious networking environment like the wireless sensor network, this kind of energy usage is not acceptable. This technique, although good, is costly and would suit base station processing.

![Fig. 4 Minimum Total Distance Technique](image)

The above figure is a sample of Minimum Total Distance technique cluster head selection process. As we know sensors which are above the minimum threshold measure their cumulative
distance to other active sensors. This figure is reflective of a sensor going through that process. The sensor measures its distance to all other sensors (the green lines). As we can see this clearly is an energy-sapping process.

Hence, even though this is intuitively a better technique, it is not energy-efficient. Far too much energy is expended during the selection process.

### III.2.2.3 Distance-Node Degree Technique (DNT):

As we have seen earlier schemes are either too costly (energy consumption) or they do not provide us with better cluster heads for the network. So in order to provide better selection with less energy consumption we proposed a new technique called Distance-Node Degree technique (DNT).

In this method the cluster head of the earlier round scans the cluster for sensors above the minimum energy threshold. The selected list of sensors is applied with a cost function.

$$P_i = \min(D_i - (Q2 * ND_i))$$

In this function $D_i$ is the Distance between the sensor and the original cluster head (i.e., the first cluster head after network deployment)

$ND_i$ is the node degree of the sensor, which is calculated as follows: the sensor scans the area within the node sensing range. For every sensor that is above the minimum energy threshold the sensor adds one in the node degree.

$Q2$ is a constant called the node degree constant.

The sensor which has the least value of the above cost function is selected as the next cluster head.
As we will observe later the value of $Q2$ is very essential to the selection of best cluster head. It balances the weight given to both distance and node degree of a sensor.

This scheme described an energy efficient and autonomous selection method. This scheme will enable the sensors to make autonomous cluster head selection decisions without involving the base station. This has two potential benefits, the reduced cost of transmitting the selection parameters to the base station and the time delay between selection need and selection decision.

**Fig. 5 DNT Technique**

**III.3 Cost & Overhead:**

We will initially look into the different cost factors. Then we will look individually in each technique to observe the impact of the selection process on each of the factors.
During the lifetime of the sensor the activities it performs are: sensing data, processing data, transmitting data, receiving data. In our network we assume that only transmitting data requires considerable energy, while the others use negligible amounts.

The energy required to transmit data depends upon the size of data and distance it has to be sent. For simplicity we assume the size of the data is unity. Then the energy to transmit becomes directly proportional to the distance between itself and destination. Let us look into each of the proposed schemes and cost or overhead they incur during selection of new cluster head.

The sensor energy consumption is calculated using the following equation. This equation is derived from paper [17].

\[ E_i = \lambda \cdot K_1 \cdot \max(D_{\text{min}}, D)^\gamma + K_2 \]

Where \( E_i \) is the energy consumption for sensor \( i \), \( \lambda \) is the sensor traffic rate, \( K_1 \) is the energy consumption rate constant that is related to distance, \( \gamma \) represent the path loss exponent (usually \( \geq 2 \)), \( D_{\text{min}} \) is the minimum distance below which the energy consumed by the sensor is constant, \( D \) is the distance between sensor and the cluster head, \( K_2 \) is the data receiving constant. For simplicity we assume \( D_{\text{min}} \) to be zero.

**Distance Based Scheme:** This scheme consumes the least energy while selecting a new cluster head. The process of selection consists of scanning the sensing range near the earlier cluster head.

The sensing range is usually a small value. The energy to scan the area can be derived from the above equation, in which “nodeRange” is equal to the sensing range of the sensor.

\[ E = \lambda \cdot K_1 \cdot (\text{nodeRange}^\gamma) + K_2 \]

This gives us the energy consumed by the earlier cluster head to scan the area.
**Minimum Total Distance Scheme:** This is intuitively the best scheme for selection of cluster heads. But in terms of energy used it is costly. The energy used by this scheme can again be derived from the following equation.

\[
D_i = \sum_{n=1}^{n=p} \sqrt{(x_n - x_i)^2 + (y_n - y_i)^2}
\]

\[
\text{MTD}_i = \min(D_i)
\]

Here \( p \) is the list of sensors in the cluster that have more than the minimum energy threshold, \( D_i \) is the summation of distance between the sensor “i” and the other sensors, \( \text{MTD}_i \) gives the minimum distance. Sensors with this distance as the total distance become the next cluster head.

Even though this scheme does provide us with an intuitively better selection it is too costly to implement in energy conscious sensor network. As we can clearly see the amount of energy used to calculate the distance between a given sensor and others is very high.

We will see further in the simulations the effect of such a costly scheme on the network lifetime.

**Distance-Node Degree Scheme:** The cost of this scheme is just a little bit above the distance based scheme but the performance is better. In this scheme the earlier cluster head scans the cluster for potential sensors using these conditions: sensors should have more than the minimum energy threshold, sensors should not have served as cluster heads earlier.

In this process there is certain amount of energy spent which can be calculated as follows

\[
E_i = \lambda * K1 * (R + D_{\text{org.CH}})^\gamma + K2
\]

Here “i” is the cluster head of the earlier round, \( R \) is the radius of the cluster and \( D_{\text{org.CH}} \) is the distance of cluster head “i” from the original cluster head which is placed in the center of the
cluster when the network is deployed. As we can see this is a done only once during a round of
cluster head selection.

**IV Performance Evaluation:**

**IV.1 Methodology:**

In order to implement our cluster head selection techniques, we first need to simulate a close
to real time, sensor network. We first study the types of sensors networks, their classification and
then model our network to simulate these real time networks.

These simulations of networks help us to determine the best cluster head selection scheme for
different types of network.

A standard energy consumption model is needed to determine the energy consumption rate of
each sensor for every data transmission.

Energy consumption for unit data packet for a sensor is given by the following:

\[
D_i = \sqrt{(x_i - x_0)^2 + (y_i - y_0)^2}
\]

\[
E_i = \lambda \cdot K1 \cdot \max(D_{\min}, D)^\gamma + K2
\]

In order to determine this, we first need to calculate the distance between the sensor and the
receiver. This energy consumption rate is the amount of energy deducted from the sensors
energy reserves.

If a sensor A transmits N data packets to sensor B; the energy consumption rate for the data
transmission will be \(N \cdot E_{\text{trans}}\). The remaining energy will be \(E_{\text{residual}} = E_{\text{sensor}} - (N \cdot E_{\text{trans}})\)
Sensors also consume energy when they receive data packets. This energy is quantitatively very small compared to the transmission energy. This is the reason we do not consider this energy.

This energy consumption model is implemented for the variety of sensors networks we simulate.

**IV.2 Network Types:**

In our study we mostly use different kinds of 2-D networks. Each one of those network convey a different state of the sensing environment. Each of them is also used for different sensing purposes. The networks are: Random Distribution Sensor Network, Custom Distribution Sensor Network.

**Random Distribution Sensor Network:** The topology of this network is the even distribution of sensors across the cluster. This gives the network the maximum coverage area. They are usually deployed in situation where the phenomenon is evenly spread out, where all regions of the phenomenon need to equally sensed. The deployment of such network resembles a manually planted sensor network.

**Custom Distribution Sensor Network:** The topology of such networks more or less resembles real life situations. The sensors when dropped from a height or deployed scatter across the floor in an uneven fashion. This resembles sensors being dropped for surveillance from a plane etc. Sensors when deployed on a geographically uneven terrain, causes uneven distribution. This leads to pockets in the cluster, with certain areas of high concentration and certain scanty areas. These are the kind of networks we are most interested in primarily because they simulate the real life scenario of a network.
IV.3 Network - Assumptions: Both our sensor networks are designed as follows:

- Network is made up of high number of nodes. Cluster density varying between densities 0.01-0.05.
- Cluster of different radii are also simulated. Radii from 5-20 times the node sensing range are used.
- We consider the network dead when the coverage area drops below “40%”. This number was derived from [18] which consider this number as “high collapse risk level” when more than one third of the sensors have used their energy resources.
- Data transmission from nodes to the cluster head is carried out in a single hop fashion.
- Nodes in the network do not have a sleeping mechanism build in.
- All nodes have an initial battery energy level of $10^5$.
- $\gamma$ The path loss constant is set to 2 for our entire simulations both custom and random.
- Amount of energy used by nodes to sense within the sensing range is negligible.
- In custom sensor network we use area called “condensed area”. This area has 2.5 times more node density than other areas. This area reflects a situation, where sensors are unevenly distributed and hence higher concentration.
- All nodes in the network are immobile. They retain the same location after being deployed and are location aware.
- The first cluster head called the “original cluster head” of the network is the sensor at the middle of the cluster. In our 2-D network the co-ordinates sensor at (0,0) forms our original cluster head.
The node sensing range is set to 5. This value is used so that the technique can also be implemented for networks with small cluster radii.

The cluster head periodically broadcasts control signal over the cluster, for the sensors to transmit it the sensed data.

IV.4 Results:

All our simulations have been run on Matlab 7.0.1, and our data set consists of 100 different network topologies for each of the networks generated by our program.

IV.4.1 Random Sensor Network:

We simulate four techniques on a random sensor network. They are: Minimum Total Distance, Average Minimum Reach ability Power (AMRP) from HEED protocol, Distance Based technique (DT) and Distance-Node degree technique also called “DNT Scheme”.

The simulations were run for 100 different network topologies of the similar nature. Below we visually represent how a typical random sensor network appears. Fig. 6 illustrates the random sensor network for a cluster of radius 25. Similarly Fig. 7 illustrates random sensor network for a cluster of radius 50.
As we see from the above figures the networks are of similar nature distributed over different cluster areas and different node density.

Further we illustrate the network lifetimes of the different techniques in this family of random networks.

Figures 8, 9, 10 shows the average network lifetime observed for cluster of radii 25, 50, and 100. We have taken an average of 100 such network topologies with similar nodal density and cluster radius for each graph.

Our objective in the plots was to show the behavior of a given network when the value of Q2 changes. As we observe in almost all the plots when Q2 value is 2 the DNT scheme outperforms the other schemes. This value of “2” was arrived at after exhaustive simulation performed on hundreds of network topologies of similar nature, size and density.

The definition of network lifetime in our simulation is the total cumulative lifetime of all the cluster heads that served during the lifetime of the network.

We define lifetime in this fashion due to our traffic pattern. We assume that all our nodes are sensing interesting data all the time and transmitting to the cluster head in a single hop. Since the
sensors are supposed to transmit the data to the cluster energy till the cluster head runs out of energy. We take the lifetime of the cluster head as a measurement factor.

Fig. 8 Avg. Network Lifetime for MTD, AMRP, DT, DNT schemes over Cluster Radius 25

Fig. 9 Network Lifetime for MTD, AMRP, DT, DNT schemes over Cluster Radius 50
The network lifetime of the Distance-Node degree technique is slightly higher than distance technique. As the value of “Q2” increases, the distance node degree scheme given more weight to sensors with higher number of active neighbors. This is reflected in the lifetime of the sensor network. When the value of “Q2” increases further, the probability of selecting sensors with high number of active neighbors increases.

This leads to the DNT scheme giving less weight to the distance, which causes it to move away from the center. As we saw from the distribution of sensors in the random network, the sensors are almost evenly distributed. Therefore, when the DNT scheme gives less weight to the distance between selected cluster head and distance to the original cluster head; it leads to the selection of sensors away from the original cluster head.
We know from our energy consumption equation that as distance between sensors increase the energy dissipated also increases. Due to this we observe the drop in the network lifetime for DNT schemes with high “Q2” values.

**IV. 4.2 Custom Sensor Network:**

We deploy the same techniques as discussed above on a custom network of varying condensed area size. In these simulations we use custom networks of radii 25, 50, 100. Each of these clusters is tested with condensed area of 1/10, 1/5, 1/2.5, 1/2 times the cluster radius.

These condensed areas have 2.5 times the node density as compared to other areas. Following figure will provide a visual illustration of the custom network. Fig. 11, 12 has cluster of radius 25, 50. Each of them has a condensed area radius 1/2.5 times the radius of the cluster.

![Fig. 11 Cluster Radius 25, Condensed Area 2.5 times node density](image1)

![Fig. 12 Cluster Radius 50, Condensed Area 2.5 times node density](image2)

Further we illustrate the network lifetimes observed with the schemes on these networks. As the values of Q2 increases we see the increase in lifetime of the given network. This is because
as the value of Q2 increases the cost function discussed earlier gives more weight to the node degree of a sensor as a criteria for selection.

If the value is increased unchecked then the selection becomes node degree centric. This will lower the lifetime of the network because sensors with higher node degree are selected as cluster heads and the distance is not taken into consideration.

Extensive simulation results again show that when Q2 equals 2. The DNT technique out performs the other schemes.

Figures 13, 14 are plots of technique implemented on custom network with variable condensed area radius.
Let us observe the simulation results plots here. From the above figures we see a significant increase in lifetime of the custom sensor network. We observe again, that as the value of “Q2” increases the selection of DNT scheme becomes node centric. But we also know that these networks are special where the node concentration in certain pockets of the cluster is higher than the others. Due to this we observe a little difference in performance of this network from the random sensor network for higher “Q2” values.

Extensive simulation has shown us that when Q2 is equal to 2 the network lifetime is higher. But is also shows us that, in certain network topologies of custom network of similar concentration of nodes, the higher Q2 value performs even better than Q2 equal to 2. But these occurrences are about 20% of the time.
Since these occurrences do not form a bulk of the simulation, we still select Q2 equal 2 as the safe bet for higher network lifetime.

**IV 4.3 Cluster Head Selection Plots:**

In the plots below we take up a random and custom network and plot the sensors selected as Cluster heads in each of the schemes individually.

This will visually illustrate the pattern of selection of cluster heads in each of the schemes and differences between them. Fig. 15, 16 shows us the different sensors elected as cluster heads.
Let us study the above figures here; the MTD scheme in both the network selects the sensors with least cumulative distance. As expected those sensors have to one closer to the center. Therefore we observe a similar pattern of selection in both types of networks.

Fig. 15 (b), 16(b) represents the Average Minimum Reach ability Power scheme from the HEED protocol. AMRP relies on the minimum energy consumption rate of sensor for cluster head selection. Energy in turn relies on distance to determine the consumption rate. Hence the selected sensors in AMRP somewhat resemble to minimum total distance technique.
Fig 15(c), 16(c) illustrates the distance technique as we can clearly see the sensors are closer to the center purely on node availability and distance basis.

Figures 15(d), 16(d) visually appears as hybrid between MTD, AMRP and Distance Technique. The energy consumption of the scheme is also hybrid in nature consuming slightly greater than distance technique but far less AMRP or MTD techniques.

**IV 4.4 Lifetime-Coverage Plot:**

Lifetime coverage plot shows us the behavior of a scheme in its lifetime. The definition of lifetime in this plot is the time from which the sensors start transmitting the data to the cluster head till the time the network coverage area falls below 40%.

The plots below are for custom sensor network. We try to study distance node degree lifetime (Q2=2) along with other schemes. This plot gives us an insight into the behavior of coverage area throughout the lifetime of the network.

![LIFETIME-COVERAGE CHART](image)

Fig. 17 Lifetime-Coverage for cluster of radius 25, with condensed radius 10 with 2.5 time node density
In the above figures we illustrate the different techniques and the best case for DNT technique (i.e. $Q_2 = 2$). The figure illustrates that DNT technique works better than others by selecting the best cluster heads consistently in custom sensor network.

Similarly we also plot the lifetime coverage chart Random Sensor network and we observe that even though the lifetime of the DNT technique is higher than other including Distance based technique; In its lifetime it consistently performs over and equal to the distance technique.

The definition of coverage area is an amount of area of a cluster that can still be sensed. The area can only be sensed by sensors which have energy above the minimum threshold. The total coverage area is sum of the individual areas covered by sensors. If this total coverage area falls below 40% the network is considered dead.
As we observe the performance of DNT technique even though is higher in the best case scenario. Over the period of the network lifetime it performs closer to the distance based technique.
This shows us that DNT scheme is better suited for custom networks which are a simulation of real world sensor networks.

V Conclusion:

We have proposed a distance-node degree based technique to extend the lifetime of the network.

The distance-node degree technique acquires a balance between the cost-efficient distance technique and the very costly but intuitively better minimum-total-distance technique. DNT technique utilizes the distance of the selected sensor and the node degree of the sensor in a cost function with a constant Q2. The balanced selection of Q2 enables the scheme to select sensors which are the best suited for the responsibility given a certain condition of the network which leads the DNT scheme to perform much better than the others.

Through extensive simulation, we have shown that our proposed scheme extends the lifetime of the network. We have also shown that the scheme is energy-efficient in terms of selection of cluster head and also enables the sensors to make autonomous decisions.

In the best case scenario, we have seen the DNT scheme having a higher coverage area than the other scheme throughout the lifetime of the network.

Our scheme also does not rely on the base station to make selection decisions. This capability to make autonomous decisions enables the sensor network to consume less network and energy resources. This inadvertently enhances quality of data received by reducing the traffic on the wireless channels, reducing collisions of data, which in turn reduces retransmissions.

Finally, the efficiency of the scheme is illustrated when comparing with the mentioned schemes and intuitively better schemes.
VI Future Work:

Through our simulation we have tried to mimic the real-world situation. Nonetheless, the width and depth of wireless sensor networks is humongous which leaves more than enough opportunity for better schemes to be developed.

The huge amount of parameters involved in a wireless sensor network like routing, data transmission, clustering, cluster head selection, sleep scheduling etc. All these when embedded with the proposed scheme with further enhance the network lifetime.

In our work we simulated with an initial cluster head in the middle of the cluster. Future work can decide on deployment while the base station is still collecting data about the sensors to select the best fit sensor as cluster head and not use a pre determined cluster head.

Many sleep scheduling schemes can also be implement along with DNT scheme to further enhance the network lifetime.

The scheme proposed in this paper is a reactive scheme. By this we mean that after the network deployment the scheme waits for the earlier cluster head to drop below its energy threshold.

Instead future work can present a scheme which is proactive, which can pre-determine the traffic pattern upon the location and sensitivity of reporting phenomenon. This would enable to select closer to the phenomenon as cluster head to reduce the energy consumption of these reporting sensor. The sensors which are far wont transmit data since they do not have any new sensed data.

The original sensor instead of being placed in the center could be placed by the scheme proactively. The scheme should be able to determine on deployment the sensing need and select the closest sensor as the cluster head.
It would be interesting to observe the scheme to work with compression and multi hop routing. This would enable us to see the performance of the scheme for a sensor network with Hot Spot Effect.
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