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can donate only one proton to potential hydrogen bond accepters. This interrupting of

hydrogen bond slightly destabilizes the BPTI mutant by approximately 0.7 kcal/mol [65].

Figure 1.2: 5PTI crystal structure of BPTI [68]. 4 buried water molecules are observed
in 5PTI structure (red spheres). 1 water molecule locates in an isolated cavity and the
remaining 3 water molecules reside in a larger cavity forming a water cluster.

Beside their stabilizing function, buried water molecules may also have some in-

fluence on the protein flexibility. The structural flexibility has been proved to have strong

influences on many proteins’ functions. Several studies have shown that the protein

function can be altered by mutations which do not affect the structure but do change

the flexibility [73, 74, 75]. One dramatic example is demonstrated in the work of Adams

et al.. Single point mutations in the protein Cdc42Hs, a member of the Ras superfamily of

proteins, can be oncogenic, not due to structural differences but solely through changes

in flexibility [74]. In another recent study, mutations in the C-terminal Src kinase, Csk,

disrupt the function of that enzyme by decreasing its flexibility [75]. The hydration of

protein interior changes the interactions among residues and thus affects its flexibility.
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Intuitively, the water occupancy of empty sites in protein will result in a tighter atomic

packing and hence a more rigid structure. Mao et al. has shown that the burial of a

water molecule apparently decreases the protein’s flexibility [76]. In contrast, the work

of Fischer, Verma and co-workers, also on the same protein (BPTI) and the same water

molecule (WAT122 in 5PTI, see Figure 1.2), found that the protein flexibility is increased

upon the addition of that water [77, 78, 79]. The promotion of protein flexibility by buried

waters are also observed by Olano and Rick in the study of BPTI and I76A mutant of

barnase. They found that both protein’s flexibilities are increased by introducing a water

molecule into the protein interiors [80]. How the water molecules influence the flexibility

of the protein is still not fully established.

In addition to their structural role, conserved water molecules have been found

in proteins belonging to the same homologous family [81, 82], implying that they may

serve more of functional roles [83, 84, 85]. For example, a X-ray study indicated that the

releasing of internal bound water molecules from the active sites of serine proteases plays

a primary role in the substrate binding [86]. A more recent study conducted by Tashiro

and Stuchebrukhov suggested that the presence of the structural water molecules in the

internal catalytic center of Cytochrome c Oxidase plays a dual role in the oxygen reduction

process: (1) proton transfer and, (2) protein conduction [85].

Water molecules appear in the cavities of protein interfaces are considered to me-

diate the protein-protein and protein-ligand interactions. These water molecules usually

have significant influences on protein binding thermodynamics. Large changes in binding

affinities between the proteins and ligands can be attributed to the presence of one or

more tightly bound water molecules at the binding sites [87, 88, 89, 90, 91, 92, 93, 94,

95, 96, 97]. These water molecules have attracted considerable attention due to their

potential applications in protein structure prediction and pharmaceutical design. For ex-

ample, in structure prediction, an improved prediction has been archieved by ‘‘wetting’’

the Hamiltonian with a knowledge-based potential to include the water mediated long-
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range interactions between polar or charged groups [98, 99]. The introduction of ordered

water molecules at the binding interfaces is generally considered to decrease the binding

affinities due to the significant entropic costs. This decrease sometimes can exceed over

an order of magnitude [92, 100]. This rule has been used as a strategy to design protein

inhibitors with greater binding affinities by replacing water molecules from the binding

interfaces [87]. However, there are exceptions that in some cases the binding affinities are

improved by introducing water molecules into the binding sites [101]. Although the water

molecules seem play import roles in protein binding, their thermodynamic properties are

still poorly understood.

1.4 Methods to Study Water in Protein Cavities

Experimentally, various techniques could be used to investigate the presence of

buried water molecules in protein interiors, e.g., X-ray crystallography [31, 49, 52], neu-

tron diffraction [47, 53], NMR spectroscopy [46, 48, 50], and mass spectrometry [51].

X-ray and neutron diffraction determine the water molecules by detecting the electron

densities of water atoms in protein crystals. Since the electron densities observed in the

experiment represent a linear superposition of all possible positions during the data col-

lection process, which typically lasts several hours, only well ordered water molecules with

thermal fluctuations smaller than 1 Å2 (the upper limit for resolving electron densities )

could be determined [102]. If the positional fluctuations larger than this limitation, the

resulting electron density will be smeared and, as a result, the water molecules are unde-

tectable. Such disordered water molecules can be detected in solution NMR spectroscopy.

NMR does not require the uniform ordering of water molecules but relies primarily on

the intermolecular nuclear Overhauser effect (NOE) between water protons and hydrogen

atoms of the proteins [46]. Since the NOE intensity depends on the inverse sixth power of

the proton-proton distance, a spatial proximity of protons between water molecules and
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the proteins are required. In addition, a residence time of 500 ps or longer is necessary

for the water molecules in order to generate a detectable signal [46, 60, 103].

The thermodynamics of buried water molecules in protein interior cavities can be

measured indirectly by investigating their influences on protein thermal stability and

protein-ligand interaction. In a typical experiment, the protein (or ligand) is altered

to introduce or eliminate buried water molecules, The thermodynamics of correspond-

ing buried water molecules are then interpreted from the difference in thermodynam-

ics of the mutated and native structures. Several methods could be used to study

the protein, protein-ligand binding thermodynamics, such as Circular Dichroism(CD)

[28, 65], Differential Scanning Calorimetry (DSC) [88], Isothermal Titration Calorimetry

(ITC) [64, 92, 95, 96], etc.. CD spectroscopy monitors the absorption of circularly po-

larized light. Protein secondary structures, such as α helices and � sheets are chiral

structures, and thus have different absorption properties for the left- and right-handed

circularly polarized light. The protein unfolding thermodynamics can be measured by

monitoring the change in the absorption for the two types of circularly polarized as a

function of denaturant concentration or temperature. DSC is an alternative technique

widely used to study the thermal denaturation of protein. DSC is designed to detect the

amount of heat required to raise the temperature of a protein system. By comparing with

the reference system, the heat capacity changes associated with protein thermal denat-

uration as a function of temperature are obtained, and thus, free energy, entropy, and

enthalpy. ITC is particularly suitable for studying the protein-ligand binding interaction.

In a basic ITC experiment, the ligand is injected gradually into the solution of protein,

the heat absorbed or released by the protein-ligand binding reaction is measured at a

constant temperature. Both equilibrium association constant, Ka, and enthalpy change,

∆H, can be obtained from a single ITC measurement.

Although spectroscopy and calorimetry techniques provide practical approaches to

examine the influences of buried water molecules on protein and protein-ligand thermody-
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namics, these methods are invariably rely upon the mutation of specific chemical groups.

The consequential changes of the structural conformations and interaction patterns of

the protein complexes induced by the mutated groups hamper the decomposition of the

water contribution from other factors. Computer simulation proved to be an efficient tool

to study the hydration of protein cavities without introducing too much perturbation to

the systems. With computational experiments, the hydration processes could be analyzed

at an exceedingly spatial and temporal detail; Both accurate thermodynamic and kinetic

properties, such as hydration free energies, entropies, and residence times of hydration

water molecules, can be extracted from the simulations. In addition, the simulations are

not limited by the physical availability of the protein systems, artificial systems could be

made and the hydration can be investigated in a systematic way. Moreover, hydration

properties under conditions that are difficult or impossible in the laboratory (for example,

extreme temperature or pressure) can also be explored by computer simulations.

1.5 Molecular Dynamics and Free Energy Calculation

One of the principal methods in the computational study of the water in protein

cavities is the Molecular Dynamics (MD) simulation. Since first introduced by Alder and

Wainwright in the late 1950’s [104, 105]. Molecular Dynamics has become a standard

computer simulation method [106, 107, 108, 109]. In classical Molecular Dynamics sim-

ulations of biomolecular systems, each atom in the system is treated as a point with mass

and charge, interactions between atoms are described by simple force rules (Force Field).

The trajectory of the system (i.e., the coordinate and velocity of each atom as a function

of time) are obtained by integrating Newton’s second law of motion

− ∇iU (rN ) = mi
d2ri
dt2

i = 1, · · · , N (1.1)

where mi and ri represent the mass and coordinate of atom i and U (rN ) is the potential

energy of the system that depends on the configuration of the N atoms. The analytical
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form of U (rN ) and the parameters therein are usually referred to as the force filed, which

are usually obtained by fitting to either ab initio calculations or experimental data. A

commonly used empirical force field formulation for the biomolecules has the form:

U (rN ) =
∑
bonds

1
2
kb(l − l0)2 +

∑
angles

kθ(θ − θ0)2 +
∑

torsions

1
2
Vn(1 + cos(nω − γ))

+
1
2

N∑
i=1

N∑
j,i

4εij

(σij
rij

)12

+

(
σij
rij

)6 +
1
2

N∑
i=1

N∑
j,i

qiqj
4πϸ0rij

(1.2)

where rij = |ri −rj| is the distance between atom i and j. The first two terms in Equation 1.2

describe the bond stretching and angle bending energies. The kb, kθ and l0, θ0, are their

corresponding force and equilibrium constants. The third term is the torsion energy. ω,

Vn, n and γ are the dihedral angle, barrier height, multiplicity and phase shift, respectively.

The last two terms represent nonbonded van der Waals and electrostatic interactions. εij,

σij, qi, and ϸ0 are the dispersion well depth, Lennard-Jones diameter, atomic charge, and

the vacuum permittivity, respectively. The reliability of the simulation depends intimately

on the force field. With a well defined force field, the kinetic informations can be accessed

directly from the simulation trajectory at a high degree of accuracy; the thermodynamic

properties could be estimated with statistical mechanics methods.

One of the most important quantities in equilibrium thermodynamics study is the

free energy.[110, 111, 112] In biomolecular systems, The free energies describe the asso-

ciation and reaction abilities of biomolecules, and are closely related to their equilibrium

constants through ∆G = −RT lnK. This quantity can be estimated from the simulation

via equation [113]

G = −kBT lnQ = kBT ln
〈
exp

H(pN , rN )
kBT

〉
(1.3)

where Q =
∫∫
dpN drNeH(pN ,rN )/kBT is the partition function and 〈〉 denotes an ensemble

average. It should be noted that an accurate estimation of free energy requires an ade-

quate sampling in the phase space, which is hampered by the currently available com-

putational power and rugged energy surfaces of bimolecules. For example, the term
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exp(H(pN , rN )/kBT ) in Equation 1.3 implies that high energy regions contributed exponen-

tially to the free energy, while the conventional Molecular Dynamics methods perfer to

explore the low energy regions. For a systems with large energy barriers, the simulation

can be trapped in a local energy minimum that close to the initial conformation during the

whole simulation process, incorrect estimation may be obtained due to the pathological

sampling. Although considerable number of approaches have been proposed to accelerate

the sampling[114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125], an efficient

algorithm for absolute free energy calculation is still in high demand.

An alternative approach is to calculate a free energy difference. Consider two well-

defined states, 0 and 1. For the hydration of a protein cavity, 0 could be the state that

cavity is empty, and 1 could be the state that the cavity is hydrated by a water molecule.

The free energy difference, ∆G, between the two states is given by

∆G = G1 − G0 = −kBT ln
Q1

Q0
= −kBT ln

〈
exp

[
(H1 − H0)/kBT

]〉
0 (1.4)

The subscript 0 indicates the average is taken over the equilibrium ensemble of state 0.

This method was first proposed by Zwanzig in 1954 and is sometimes called Free Energy

Perturbation (FEP) [126]. Although FEP proved to be a effective method to calculate the

free energy difference, it suffers the drawback that the phase space of the two states

must be well overlapped to give an accurate estimation of the free energy difference.

A clever strategy is to introduce some ‘‘intermediate’’ state between 0 and 1, the free

energy difference is calculated consecutively between adjacent states and ∆G is given by

integrating all these free energy differences [127]

∆G =

∫ λ=1

λ=0

〈
∂H(pN , rN )

∂λ

〉
λ

dλ (1.5)

This method is usually referred to as the Thermodynamic Integration method (TI) in the

literature.
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1.6 Overview of the Present Study

The main focus of this dissertation is to understand the thermodynamics of water

molecules in protein cavities, as well as their influences on protein-ligand binding and pro-

tein structure and flexibility. In Chapter 2, the free energy, entropy, and enthalpy of water

molecules at the DNA gyrase/novobiocin interface are calculated, their contributions to

the gyrase-novibiocin binding affinity are discussed. In Chapter 3, the study goes beyond

specific protein systems and is extended to general case. A model of protein cavities that

can accommodate only single water molecules is developed. The hydration thermody-

namics of water molecules in various protein cavities are presented in terms of the cavity

sizes and hydrophobicities. In Chapter 4, Molecular Dynamics simulations are performed

for four proteins with and without bound water molecules in the protein interiors. The

influences of the bound water on protein structure and stability are investigated.
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Chapter 2

Water at the DNA Gyrase-Inhibitor Interface

2.1 Introduction

A recent analysis of the crystal structures reveals that over 85% of the structures

have at least one water molecule at the protein-ligand interface [1]. These water molecules

have significant but not completely understood influences on inhibitor binding thermody-

namics. The introduction of ordered, relative to the liquid, water molecules is generally

considered to have a significant entropic cost, decreasing the binding affinity of the ligand

[2, 3]. This influence can be isolated from other factors by considering changes in the lig-

and or protein which modify the water structure. Differences in binding affinities between

different ligands [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] or the same ligand with mutated

proteins [16, 17, 18] have been attributed to the addition of one or more tightly bound

water molecules. Both these effects are demonstrated in the DNA gyrase/novobiocin com-

plex.

DNA gyrase is a bacterial enzyme which is a target for several antibiotics [19]. The

enzyme from Escherichia coli is an A2B2 tetramer made up of the two subunits A and B.

The antibiotic novobiocin is one in a class of coumarin inhibitors which inhibit gyrase by

preventing dimerization of the two B subunits [20, 21, 22]. For this system, bound water

molecules have been proposed to change the thermodynamics of binding, both by changes
This chapter has been published previously as a paper in the Journal of the American Chemical Society: ‘‘Free

Energies and Entropies of Water Molecules at the Inhibitor-Protein Interface of DNA Gyrase’’.
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Table 2.1: Thermodynamic parameters for the binding of novobiocin and clorobiocin to the
24 kDa fragment of the DNA gyrase B protein for the wild type and Arg 136 His mutant.

complex Ka ∆G0 ∆H0 T∆S0 number of

(x 106 M−1) (kcal/mol) (kcal/mol) (kcal/mol) water molecules

WT-clorobiocina 860±220 -12.2±0.1 -9.5±0.6 2.7±0.2 1

WT-novobiocinb 23±4 -10.1±0.1 -12.2±0.1 -2.1±0.2 3

R136H-novobiocinb 0.83±0.03 -8.1±0.1 -14.3±0.1 -6.1±0.1 4
a Reference [14]
b Reference [16]

in the protein through mutations [16] or by changes in the inhibitor [14]. A mutation of

Arg-136 to histidine on the B fragment is one of the naturally occurring resistant mutants

to coumarin inhibitors [23]. The B fragment with the R136H mutation has an association

constant for novobiocin over an order of magnitude smaller than the wildtype (Table 2.1)

[16]. The binding has a more favorable enthalpy change, ∆Ha, for the mutant but a much

less favorable entropy change, ∆Sa. The structures of the R136H and wildtype of the 24

kDa N-terminal fragment of the B subunit with novobiocin show that the space created

by the absence of the guanidinium group of the arginine residue is occupied by a water

molecule (water 12 in the 1AJ6 pdb structure and in Figure 2.1) [16]. The large change

in Ka is attributed to the presence of this water molecule, which is not present in the

wildtype structure. This water molecule is in contact with the solvent.

The water molecules 1 and 11 are located between the carbonate nitrogen attached

to the sugar ring on novobiocin and polar atoms (on Val 43 and Asp 73) of the protein.

This side of the inhibitor is away from he solvent. For the inhibitor clorobiocin, a pyrrole

ring replaces the NH2 group (Figure 2.2). The bulkier group fills the space occupied by

W 1 and W 11 in the complex with novobiocin [14]. Clorobiocin binds (wildtype) gyrase

over an order of magnitude better than novobiocin, with the improved binding not due

to enthalpy, which favors novobiocin, but entropy. The entropic contribution, −T∆S, is
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Figure 2.1: PDB structure 1AJ6 of the complex of novobiocin with the R136H mutant of
DNA gyrase.

4.8 kcal/mol more favorable for clorobiocin than novobiocin (see Table 2.1). The large

thermodynamic changes between clorobiocin and novobiocin, as well as the between the

wildtype and mutant proteins, appear to be largely due to only a few water molecules

[14, 16].

There are exceptions to the "less water, better binding" heuristic suggested by these

studies, in which compounds with more water molecules at the interface bind with greater

affinity [15]. In addition, several computational studies using free energy perturbation

[24] and inhomogeneous fluid solvent theory [25, 26, 27] have shown that the entropy of

the bound water molecules varies considerably and in some cases can be greater than

that of bulk water. For the related, but distinct, problem of water displacement from

the binding site by the ligand, inhomogeneous fluid solvent theory also finds that the

entropy of water molecules in the empty binding site can vary considerably [28]. This
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Figure 2.2: Chemical structures of DNA gyrase inhibitors.

variability makes assessing the role of water difficult. A number of studies have evaluated

the importance of water molecules using protein-ligand docking and scoring models, with

a general, but not universal, consensus that the inclusion of water improves accuracy

[29, 30, 31, 32, 33, 34, 35, 36, 37, 38]. The variability of the entropic contribution from

the bound water presents a challenge for empirical scoring models [31, 34]. For example,

the GOLD scoring model adds a constant entropic penalty term (of 0.5 kcal/mol) for each

bound water [34].

The entropic contribution of the bound water molecules appears to be the key to

understanding the binding thermodynamics for the novobiocin/clorobiocin-DNA gyrase

complex. In this study we use computational methods to calculate the entropy change, as

well as the free energy change, for adding water molecules to the three sites which change

for the various complexes (W 1, 11, and 12). A number of studies have calculated free
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energies for water molecules at protein-ligand interfaces [39, 40, 41, 42] and in protein

cavities [24, 43, 44, 45, 46]. These studies have not calculated the entropy change, except

for our own study, which calculated free energy changes as a function of temperature

to extract the entropy and enthalpy changes [24]. In this study, we will use the same

approach. This calculates the exact thermodynamics, depending only of the quality of the

potential energy function used.

2.2 Methods

2.2.1 Free Energy Calculations

The free energy calculations were done in one of two ways, depending on the prox-

imity of the water molecules to the bulk solvent. These two approaches, the alchemical

‘‘double decoupling method’’, in which interactions are turned on, while a restraining po-

tential is turned off, and a potential of mean force (PMF) approach, in which the molecule

is made to move from the binding site, have both been applied to many binding free en-

ergy calculations, as reviewed recently [47]. The free energy calculations for the water

molecules in the 1 and 11 positions are done with the double decoupling method, as

described previously, except using thermodynamic integration rather than free energy

perturbation theory [24]. In this method, interactions are turned off between the one

bound water molecule and all other atoms in the system. The non-interacting molecule

is localized in the site with a harmonic potential with a force constant, kharm, equal to

3 kcal/mol/Å2. A correction for the harmonic restraint equal to −kT ln[ρ(πkT/kharm)3/2]

is added to the calculated free energy [45, 46, 48]. This method is similar to the meth-

ods developed for other free energy calculations [45, 46, 48] except for the addition of a

short-ranged interaction is added to keep other water molecules out of that position. This

interaction is of the form ϸ(rOX/σ)−12, where rOX is the distance between the position the

water molecule is being added, rx , and the oxygen atoms on all other water molecules. The

parameters σ and ϸ are set equal to 2.0 Å and 0.143 kcal/mol, respectively. To calculate
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the free energy of adding a water molecule to this position relative to the bulk liquid, the

free energy of adding a water molecule to the liquid must be calculated. The free energy for

this process is -7.04±0.04 kcal/mol and the entropy change T∆S is -4.03±0.04 kcal/mol.

For the water molecule in site 12, which is in contact with solvent water molecules, the

PMF approach was used. In this approach, the interactions of the specified bound water

are not turned off, but rather the water molecule is reversibly forced out of the bound

water position using the potential Eλ = λ
∑
i 4ϸ[(r2

ix + (1−λ)δ)/σ2]−6, where the sum is over

all water molecule oxygen atoms and λ is a free energy variable, varying from 0 to 1. This

method uses separated-shifted scaling method, adding the term (1−λ)δ to avoid singular-

ities as rix goes to zero [49]. The parameter δ was set equal to 7.0 Å2 and σ and ϸ have the

same values as given above. This approach was hoped to be more efficient for calculating

hydration free energy changes for water molecules which can move to the solvent easily,

but this turned out to be not the case. It was better to turn off the interactions in the

protein/ligand site and then, in a separate calculation, turn them on again in the liquid,

rather than to force the molecule to exit to the solvent. Free energy calculations for all the

water sites were done at three temperatures, so the entropy could be calculated from the

temperature dependence, using ∆S = −(∆G(T + ∆T ) − ∆G(T + ∆T )/(2∆T ). The enthalpy

change can be found from ∆H = ∆G + T∆S.

2.2.2 DNA Gyrase/Novobiocin Structure

All calculations were done with the R136H mutant of the 24 kDa B subunit frag-

ment of DNA gyrase from Escherichia coli using the 1AJ6 structure for the gyrase/novobiocin

complex [16]. In this structure, there are two loop regions, from residues 83 to 85 and

105 to 111, that are unresolved. These regions were reconstructed using the coordinates

of the 1kĳ structure on the 43 kDa fragment of DNA gyrase from Thermus thermophilus in

complex with novobiocin [50].
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Protonation states of various groups must also be assigned. Novobiocin is an acid

with a pKa equal to 4.3 [51], so the acidic proton, on the phenolic oxygen connected to the

coumarin double ring, is taken to be absent. In addition to the mutant histidine at position

136, the 24 kDa subunit of e. coli DNA gyrase has 11 histidine residues. Based on the pKa

calculations for the wildtype of Schechner et al. [52], we assigned the following protonation

states (residue number, protonation state): 37 HID, 38 HIP, 55 HIE, 64 HIE, 83 HIE, 99

HIP, 116 HIP, 141 HIE, 147 HIP, 215 HIE, and 217 HIP, where HID is the Nδ tautomer,

HIE is Nϸ tautomer, HIP is doubly protonated. This gives a charge for DNA gyrase equal

to -5 and novobiocin adds another negative charge. Due to the overall negative charge,

including the nearby novobiocin negative charge, we took the histidine 137 residue to be

the doubly protonated positively charged form. In addition, in the 1aj6 structure, there

are oxygen atoms (the main chain oxygen on Arg 76 for the Nδ atom and the Oγ on Thr 80

for the Nϸ atom) close to both nitrogens on the histidine ring. Also given that it replaces

an arginine residue, with a positive one charge, a positively charge histidine seemed

the simplest assumption to make. Isothermal titration calorimetry (ICT) measurements

with different buffers find that the enthalpy of binding, ∆H0 for the wildtype/novobiocin

complex is independent of the buffer [16]. The two buffers used (20 mM phosphate buffer

with pH 7.4 and 69 mM Tris-HCl at pH 7.4) have enthalpies of ionization that are different

by 10.5 kcal/mol, so if binding involved proton movement, it will have different ∆H0 values

for the two buffers. For R136H mutant/novobiocin binding, ∆H0 is different for the two

buffers by 3.2 kcal/mol (the values on Table 2.1 are with the Tris buffer) so any proton

changes upon binding must involve a partially ionized group [16]. For all these reasons—

the overall negative charge, the nearby hydrogen bond acceptors, and the fact that the

histidine replaces the positively charged arginine residue—the simplest assumption is that

His-136 is doubly protonated and remains so during binding.
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2.2.3 Simulation Details

All protein molecular dynamics simulations were performed using the Amber7 suite

of programs [53]. Charges for novobiocin were generated from a RESP [54] charge fitting

procedure with input from Hartree-Fock calculations at the 6-31G* level using the Gaus-

sian03 program [55]. Additional parameters were generated using the gaff parameter set

[56]. The charges and gaff parameter type for each atom are given in Supplementary ma-

terial. The TIP4P-Ew model was used for water [57]. Charge neutrality of the system was

created by adding five sodium ions, using the Amber 99 parameter set [58]. The system

contain 7891 water molecules. Simulations were ran in the T,P,N ensemble at a pressure

of 1 atm and temperatures of 283, 298, and 313 K. All bonds containing hydrogen atoms

were constrained with SHAKE, a 1 fs time step was used, and long-ranged electrostatics

were treated with particle mesh Ewald. For the water molecules at positions 1 and 11, 15

λ values were used, each simulated, on average, for 500 ps. For water molecule at site

12, using the different method, 17 λ values were used, each simulated, on average, for

1200 ps.

2.3 Results

Tables 2.2 and 2.3 give the calculated free energy changes for the addition of the

water molecules to the positions labelled in Figure 2.1. The value for W11 is calculated

twice, once with the water at position W1 and once without. The value without the W1

water is listed as W11’ and this value plus that for W1 gives the free energy for the addition

of the two water molecules to the empty cavity. Table 2.2 gives the results for the free

energy calculations at the three temperatures. To the values for the W1, W11, and W11’

sites have been added the harmonic restraint correction [45, 46, 48]. To get the hydration

free energy (the difference between the free energy of a water molecule in the bulk liquid

and in the specified site) for these three sites, the free energy of a water molecule in the
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Table 2.2: The free energies for the addition of a water
molecule to the various positions at different temperatures.

∆G (kcal/mol)

T (K) 283 298 313

W1 -15.12±0.08 -14.73±0.10 -14.44±0.09

W11 -10.26±0.11 -9.87±0.14 -9.67±0.15

W11’ -7.76±0.12 -7.42±0.14 -7.32±0.11

W12 -2.88±0.14 -2.81±0.14 -2.76±0.12

liquid has to be subtracted. For the water in position W12, the method used finds the free

energy difference between that site and bulk water directly. For all water molecules, the

free energy of hydration is negative, indicating that water is stable in that position, the

entropy change is negative, and the enthalpy change is negative. One possible exception

is W11’ water, for which ∆G, ∆H, and ∆S are about zero, and so this water is only stable if

there is a neighboring water at position W1. The large enthalpic change, which outweighs

the unfavorable entropy change, leads to the stability of the water molecules in these

positions.

The average number of hydrogen bonds each water molecule makes to the protein,

the inhibitor, or other water molecules from our simulations (at the endpoint of the free

energy calculation when the water is fully interacting with the rest of the system) is given

on Table 2.3. The Mancera and Buckingham [59] definition of a hydrogen bond is used in

which a hydrogen bond is taken to exist if the oxygen-oxygen distance is less than 3.6Å

and the angle between the O-H vector on the hydrogen bonding donor and the O-O vector

is between 130◦ and 180◦. With this criteria, the water at W1 forms 2.2 hydrogen bonds

on average. One hydrogen bond is made to the water at W11 (W11 acts as the hydrogen

bond donor) and another is made to the Oδ atom of Asp-73 (W1 is the donor). Another
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Table 2.3: Thermodynamic properties for the transfer of a water molecule from the solvent
to the various positions.

∆G ∆H T∆S number of change in

(kcal/mol) (kcal/mol) (kcal/mol) hydrogen bonds hydrogen bonds

W1 -7.7±0.1 -10.5±1.2 -2.8±1.2 2.2±0.1 2.2±0.1

W11 -2.8±0.1 -4.7±1.9 -1.9±1.9 2.9±0.1 1.8±0.1

W11’ -0.4±0.1 -0.1±1.6 -0.3±1.6 1.4±0.2 0.8±0.4

W1+W11’ -8.1±0.2 -10.6±2.0 -3.1±2.0 3.6±0.2 3.0±0.4

W12 -2.8±0.1 -3.9±1.8 -1.2±1.8 2.7±0.1 1.9±0.1

hydrogen bond is made a fraction of the time (0.2) to the Thr-165 O atom. The water at

W11 makes about 3 hydrogen bonds. In addition to the hydrogen bond to the W1 water,

it makes a hydrogen bond to the Val-43 O atom (W11 is the donor) and the another with

one of the amide hydrogens connected to the noviose sugar of the Novobiocin molecule.

The W12 water forms about 3 hydrogen bonds, one with the Gly-77 O atom, one with the

phenolic oxygen on the coumarin double ring on the Novobiocin molecule (which is taken

to be unprotonated, see Methods), both of these as a donor, and a third (made a fraction

0.7 of the time) with a solvent water molecule, as an acceptor. A hydrogen bond with the

Nδ atom on His-136 is rarely made. These hydrogen bonds are indicated in Figure 2.1.

The formation of hydrogen bonds with the water molecules is consistent with the

negative ∆H. Less consistent is the fact that W11 and W12 form the most hydrogen bonds,

about 3, but have a less favorable ∆G than W1, which forms less hydrogen bonds. More

strongly correlated to the free energy is the change in the number of hydrogen bonds, or

the number of hydrogen bonds that form as the water is added minus the number that

are lost. To do this, we identified the atoms which formed hydrogen bonds to the specific

water molecule (those atoms are mentioned in the previous paragraph) and calculated the

number of hydrogen bonds those atoms form with and without the water in that position.
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In all cases, the hydrogen bonds change by fractional amount, rather than through the

formation of new contacts which occur only when the water molecule is absent. For

example, one of the W12 water’s hydrogen bond partner, the Gly-77 O atom, decreases

the number of hydrogen bonds it forms upon the addition of the water by 0.4±0.2, mostly

due to a decrease in the fraction of time a hydrogen bond is made with the His-136 Nδ atom

(from 0.8±0.1 without the water to 0.5±0.1 with water). The Novobiocin phenolic oxygen

atom does not changes its hydrogen bond structure noticeably. The third significant

hydrogen bond partner with the water at site W12 is a solvating water molecule. A water

molecule closest to the position of W12 decreases its number of hydrogen bonds to other

water molecules, not counting W12, from 2.8±0.3 to 2.4±0.1, upon addition of W12. This

means that the gain of hydrogen bonds between W12 and its closest neighbor (made a

fraction 0.7 of the time) is partially offset (by 0.4) by a loss in hydrogen bonds with other

neighboring water molecules. The net effect is that the addition of the W12 water leads to

an increase in hydrogen bonds by only 1.9 rather than 2.7.

The hydrogen bond neighbors of water W11 also change the number of hydrogen

bonds with other atoms as this water is added. W11’s neighbor Val-43 O shows a decrease

in the fraction of the time a hydrogen bond is made to other protein atoms (a hydrogen

bond to the Asn-46 N-H changes from 0.46±0.08 to 0.10±0.04 and to the Ala-47 N-

H changes from 0.5±0.1 to 0.19±0.07). The amide N atom on novobiocin, which also

hydrogen bonds to W11, does not show any appreciable change in hydrogen bonds upon

addition of W11. The third hydrogen bond partner of W11 is W1. This water shows a

decrease of 0.5±0.3 in hydrogen bonds with other atoms as W11 is added. This decrease

is mostly due to a loss in a hydrogen bond with the Thr-165 O atom, which changes from

0.4±0.2 to 0.09±0.04. This all leads to a net change in hydrogen bonds equal to 1.8±0.1.

When the W11 is added without the water W1 there (in the change labelled W11’), a similar

analysis reveals that the hydrogen bonded neighbors lose 0.6±0.3 as the 1.4±0.2 hydrogen

bonds are made to give a net change in hydrogen bonds equal to 0.8±0.4 hydrogen bonds.
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