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Abstract

The powder-bed fusion (PBF) process is a subdivision of Additive Manufacturing (AM) technology where a heat source at a controlled speed selectively fuses regions of a powder-bed material to form three-dimensional (3-D) parts. Two of the most effective PBF processes are selective laser melting (SLM) and electron beam additive manufacturing (EBAM), which can fabricate full-density metallic parts in a layer-by-layer fashion. In this study, thermal behavior and melt-pool dynamics in the PBF process are investigated by developing 3-D multiphysics-based thermo-fluid models for both SLM and EBAM, containing Ti-6Al-4V alloy as a powder-bed material. The laser and electron beams are modeled as conical volumetric heat sources having the Gaussian distribution. The temperature-dependent properties of Ti-6Al-4V and the heat source parameters are incorporated in the models as the user-defined functions. The melt-pool geometry and its thermo-fluid behavior are investigated numerically using computational fluid dynamics, and results for temperature profile, variation in thermo-physical properties, the melt-pool velocity and geometry, and cooling rate are obtained under various heat source specifications. The modeling results for SLM and EBAM under the same irradiation conditions are compared to describe their deterministic features to be considered for industrial applications. The comparison shows that under the same energy density and beam interaction time, the SLM process gives a smaller melt-pool volume but a faster average cooling rate than those in the EBAM process. The thermo-fluid models are validated by comparing the simulation results for the melt-pool geometry with experimental results and resembling the numerical melt-front position with the analytical solution for the classical Stephan problem of melting of a phase-change material.

Keywords: Powder-bed fusion, SLM, EBAM, CFD, Ti-6Al-4V, Fluent, melt pool, cooling rate
Chapter 1

Introduction

Additive manufacturing (AM), a technology of building three-dimensional (3-D) objects by adding layer-upon-layer of materials ranging from plastics to metals and composites, has led to tremendous flexibility in the design and manufacturing of materials with tailored properties. In recent years, advancements in metal AM technology based on the consolidation process of the commercially available atomized metallic or alloyed powders has been enhancing the capability of AM from rapid prototyping to direct digital manufacturing of functional engineering components. It has been recognized as a progressive and effective 3-D microfabrication technology during the two decades of its evolution [1, 2]. AM technologies for 3-D microcomponents play a vital role in the development of very functional and sophisticated applications such as biochips, microelectromechanical systems (MEMS), microfluidic devices, and photonic crystals. A common background of these manufacturing technologies is that they are undergoing a rapid evolution from a welding-based or rapid prototyping background to customized manufacturing processes, suited to low-volume production of components over a wide range of applications in the aerospace, automotive, and medical sectors. Laconically, AM processes are hailed as an interruptive or step-change technology, opening the freedom of design space from computer-aided designs (CAD) to the net-shape finished products by simply pressing a button.

1.1 Powder-bed Fusion Additive Manufacturing

Powder-bed fusion (PBF) process is a relatively new but very effective AM technology that involves layer-by-layer fabrication of metals and non-metals at various scales with the
application of a moving heat source. The conventional manufacturing technologies (e.g., casting and forging) used for fabricating medical implants and components for automotive, aerospace, and space applications, constrain the customization of complex geometries, and consume a significant amount of material and time. The PBF process overcomes these limitations by providing the advantage of cost-effective customization with reduced assembly [2] and allows convenient processing of a wide range of materials, including metals and the alloys of titanium, copper, nickel, iron, aluminum, and chromium. The PBF processed parts show better corrosion resistance, less oxidation, and smaller heat affected zone as compared to the conventionally manufactured parts, which ultimately makes the PBF process a superior AM technology in the present era.

1.2 State of the Art

From the perspective of increased competitiveness, AM offers lower cost components, more flexibility in customization, and more rapid product development to the manufacturing industry. AM technology has shown a significant impact on both the environment and sustainable manufacturing, with large waste-reductions in material and highly intricate and integrated components with room for optimized improvements (e.g., light weight and improved heat transfer characteristics). That is why, United States continues to lead the industrialization of AM over the last two decades [3] with a significant market share as shown in Fig.1.1.

The market for the metal AM technology will keep experiencing a trend in the following decade too [3]. Studies by the industrialists show that the metal AM market will worth $5.51 billion by 2027 with a compound annual growth rate of 27.8% from 2020 to 2027. Figure 1.2 shows the data for the money spent on the final AM parts annually by the industries worldwide as published in the Wohlers Report 2020 [4].
The key advantages of AM technology when compared to the conventional techniques, are mentioned below.
(i) High-speed manufacturing: AM allows a quick or sudden change in design and makes the lead time faster than that in conventional techniques.

(ii) Flexibility of part geometry: Unlike the conventional processes, AM can produce parts of almost any desired shape and can overcome the geometrical constraints.

(iii) Savings in materials and costs: In an AM technique, the material is added, not subtracted [2]. The part is obtained directly from its 3-D CAD model, which allows automation and digital interfaces, making it almost free from human errors.

(iv) Full-density final parts and cellular components: AM allows the fabrication of free-form enclosed structures. AM technologies are capable of manufacturing free-form channels as well as different forms of metamaterial and lattice-structured material.

The raw materials for metal AM (which are either metal or alloy) usually come under powder state. Different alloys are widely studied as powder-bed material as they are very productive in AM technology. Titanium (Ti) and titanium alloys (e.g., Ti-6Al-4V) are materials with outstanding mechanical properties such as low density, high strengths, good chemical resistance, and excellent biocompatibility. The combination of these properties in a special structure has many potential applications in the areas of medical, aerospace, aeronautics, and automotive systems. A high energy heat source is required to melt the metallic or alloy powder at the targeted zones of the powder bed. Based on the heat source facility, two different PBF techniques are available for 3-D metallic or alloy parts:

1. Laser-based technologies, and
2. Electron beam-based technologies.

According to the terminology formulated by ASTM International, the relevant categories which employ these techniques of manufacturing are powder-bed fusion (PBF) and directed
energy deposition (DED) [5]. Examples of some popular AM technologies are stereolithography, binder jetting, fused deposition modeling (FDM), direct metal laser sintering (DMLS), selective laser sintering (SLS), selective laser melting (SLM), and electron beam additive manufacturing (EBAM), where the last four belong to the category of PBF technique.

Although the PBF process thrives in the current AM industry, optimizing the process parameters and controlling the phase formation, melt-pool dynamics, powder properties, surface roughness, and mechanical properties of the material are extremely challenging yet crucial for maximizing its benefit as a superior manufacturing technology. Therefore, extensive research on the PBF process, including analytical, experimental, and numerical approaches, is required to address the challenges and overcome the limitations.

1.3 Motivation of the Work

SLM and EBAM have the potential to offer innovative solutions to many challenges and difficulties faced in the manufacturing industry. The applications of SLM and EBAM in manufacturing industry as the latest AM technology provides the following benefits:

(i) Ample opportunity for customization,
(ii) Lower lead time in manufacturing,
(iii) Enhanced mechanical properties and durability of products,
(iv) Elimination of waste or scrap,
(v) Excellent energy efficiency,
(vi) Low operating costs in manufacturing complex geometries, and
(vii) Enormous prospect in future AM market size.
Despite extensive advantages over conventional technologies, SLM and EBAM still exhibit several deficiencies in obtaining desirable metallurgical behavior, part accuracy, reliability, and quality consistency [6]. The complex physics of the process has neither been fully understood, nor has the process metrology (e.g., temperature) been thoroughly studied, thus hindering part quality, efficient process development, and process optimizations for better usage of them. Hence, accurate physical models addressing the heat source and heat transfer mechanisms are required to investigate thermal phenomena and determine appropriate process parameters based on process variables. As the melt-pool geometry strongly affects the build part microstructures, a method to control the melt-pool geometry as a function of temperature is of great interest to the researchers. All these facts define the motivation of this research, and thereby, significant concentration is subjected to the understanding of the correlation among the process parameters, melt-pool geometry, and part microstructures, which can offer useful information about determining the performance and efficiency of these processes.

Studies on the SLM and EBAM processes indicate that researchers, over the years, have focused heavily on individual investigations rather than the comparison between the two methods [5–10]. However, a comparative study of the process parameters, melt-pool geometry, and part microstructures can offer more valuable information than the individual studies and can facilitate the characterization of the pros and cons of the SLM and EBAM processes evidently [11–17]. Robust numerical modeling characterizing the thermo-fluid properties along with the experimental validation can be the most effective means to conduct a strong comparative analysis between the SLM and EBAM processes [18]. The outcome of this comparative study can provide a vivid picture to select the appropriate technology to be commercialized in manufacturing industries [18].
1.4 Literature Review

With an incessant growth of interest in AM technologies, there have been a surge of research activities in the AM field. Several efforts have been made to investigate the behavior of the SLM and EBAM processes which can be classified into three main categories including experimentation, numerical modeling, and analytical study. However, controlling the phase formation, melt-pool dynamics, surface roughness, and mechanical properties of the material in the SLM and EBAM processes requires optimization of the process parameters which is extremely challenging. Most of the studies emphasize the application-based experimental analyses such as build-part microstructure, morphological characteristics, powder metallurgy, and mechanical properties of the material [5, 6]. A number of useful reviews on the AM process behavior were published in the past few years. Everton et al. [6] reviewed the inspection methodologies compatible with AM processes and explored the identification of typical material discontinuities and failure criteria. Fottovvati et al. [7] provided excellent reviews of keyhole and melt-pool behavior during deep penetration welding which are also largely applicable to AM. More reviews on the PBF process behavior, material characterizations, and modeling strategies were presented by Debroy et al. [8], Sames et al. [9], and Bikas et al. [10]. Researchers have also focused on the comparison between the laser-based and electron-beam based AM processes which are evinced by the reviews of Sing et al. [11], Zhao et al. [12], Gong et al. [13], Rafi et al. [14], Chastand et al. [15], Wysocki et al. [16], and Gokuldoss et al. [17]. However, a comparison between the SLM and EBAM based the thermo-fluid characterizations was not outlined in those studies.

Before making the comparison between the SLM and EBAM processes, it is important to investigate the thermo-physical phenomena by reviewing research works on the welding and AM
techniques using laser [19–34] and electron beam [35–63] separately. The studies covered both numerical and experimental analyses where some researchers concentrated on experimental methods while some highlighted the numerical modeling. In general, the heat source is modeled as a conical volumetric heat flux due to the resultant keyhole formed by the incident laser or electron beam under the surface of the workpiece. Modeling of SLM requires incorporation of convection with the inert gas environment at room temperature [19]. While studying the laser-based PBF process, Qi et al. [20] developed a self-consistent numerical model for studying the heat transfer, phase change, and fluid flow within the melt pool. Cho et al. [21] studied the melt-pool dynamics during laser beam welding (LBW) of structural steel using 3-D numerical simulation while Moraitis and Labeas [22] investigated residual stresses and distortions of aluminum in the LBW process using thermo-mechanical numerical model based on the keyhole theory. Wang et al. [23] developed a 3-D computational procedure to measure the real-time melt-pool shape and obtained the distribution of temperature in laser keyhole welding. More works on laser-based methods, covering both numerical and experimental analyses, were presented by Lankalapalli et al. [24], Roberts et al. [25], Yang et al. [26], Andreotta et al. [27], Sadowski et al. [28], Ladani et al. [29, 30], Ahsan and Ladani [31], Riedlbauer et al. [32], Wen et al. [33], Wang et al. [34], Rai et al. [35], Raplee et al. [36], Li et al. [37], Yuan and Gu [38], and Le et al. [39]. In contrast to the laser-based technique, the electron beam method requires preheating of the material at high vacuum that needs to be characterized accurately in the numerical model.

Studies on electron beam PBF, especially, numerical modeling of heat transfer and fluid flow in the EBAM process were conducted by many researchers, including Roy [40], Liu et al. [41], Lacki and Adamus [42], Shen and Chou [43], Gong et al. [44], Murr et al. [45], Gong et al. [46], Galati et al. [47], Rouquette et al. [48], Attar [49], Biamino et al. [50], Cheng et al. [51], Chen et
al. [52], Zah and Lutzmann [53], Rai et al. [54, 55], Chahine et al. [56], Jamshidinia et al. [57–59], and Rahman et al. [60–65]. All these studies suggest that numerical modeling of heat transfer and fluid flow in the melt pool can provide helpful quantitative information about the part geometry, thermal cycle, cooling rate, and solidification process.

Studies show that understanding the correlation between the PBF process parameters and the process outcomes without costly experimentation requires comprehensive numerical modeling. Development of a robust numerical model for SLM or EBAM requires the concepts of complex heat transport, material phase change, and intricate relations among the thermal, mechanical, and metallurgical phenomena [18] which make it extremely challenging to implement. While developing a robust thermal model, it is important to find a convenient numerical scheme that can accurately estimate the melt-pool geometry and determine the temperature distribution in the build part by taking into considerations of the heat source parameters and material properties. Many researchers developed thermal models using finite difference (FD) [20] and finite element (FE) methods at various length and time scales [25–32, 41–47]. Traditionally, the FE models dominate the number of numerical techniques implemented by the researchers because of its accuracy and ability to handle complex geometry while incorporating the Gaussian heat source, porosity of the powder, and temperature dependent thermal properties to simulate the transient heat transfer in the PBF processes [25, 26, 51, 52].

Recent progress on FE analyses to investigate the effect of process parameters in PBF can be attributed to the studies of Andreotta et al. [27], Sadowski et al. [28], Ladani et al. [29, 30], Ahsan and Ladani [31], Riedlbauer et al. [32], and Galati et al. [47]. All these studies included numerical and/or experimental analyses of either the SLM or EBAM process, but the comparison
between the two processes, which could facilitate the selection of the suitable one in industry, was not documented precisely.

Numerical studies showed that computational fluid dynamics (CFD) models could influence the modeling results by adding the features of fluid flow. Thermo-fluid models based on CFD and finite volume (FV) methods become more effective than FE thermal models when fluid flow and heat convection in the melt pool are dominant factors in the process outcomes [33]. Studies show that thermo-fluid models using CFD can effectively provide quantitative information about the melt-pool geometry, velocity, thermal history (including heating and cooling rates), and properties of solidification with the same accuracy as the FE models [33, 34]. Wang et al. [33] developed a 3-D volume-of-fluid method to measure the real-time melt-pool shape and obtained the distribution of temperature in laser keyhole welding. Rai et al. [35] and Li et al. [37] showed that fluid convection inside the melt pool resulted in an increase in heat transfer and gave better correlation between numerical and experimental results of the melt-pool geometry. Yuan and Gu [38] used FV simulation and laser experiments to investigate the melt-pool evolution and thermal behavior of TiC/AlSi10Mg powder-bed in SLM process. Le et al. [39] developed a 3-D CFD-based model to investigate the heat transfer and melt-flow dynamics in the SLM process with IN718 powder-bed. Attar [49] developed a 2-D lattice Boltzmann model to investigate the melting and solidification of a randomly packed powder bed under the irradiation of a Gaussian electron beam. Rai et al. [54, 55] again used the CFD modeling to investigate the heat transfer and fluid flow during electron beam melting. Chahine [56] used CFD to study the effects of the electron beam current and exposure time on the temperature distribution and fluid flow of a melt spot. Jamshidinia et al. [57–59] developed 3-D thermal and fluid flow models of EBAM, where the influence of fluid convection on the melt-pool geometry
was investigated and the effects of changing process parameters were studied numerically and experimentally. Rahman et al. [60–67] conducted CFD-based thermo-fluid modeling of Ti-6Al-4V melt pool to study the thermal features and melt-pool dynamics in PBF processes. However, the comparison between SLM and EBAM processes based on thermo-fluid modeling is yet to be studied rigorously.

1.5 Research Objectives and Highlights

A comprehensive study on the process parameters, the geometry of the melt pool, and part microstructures can provide helpful information to characterize the performance and efficiency of the PBF processes. However, instead of individual studies, a comparative study offers more valuable information to select the appropriate technology in AM industry. Therefore, the objectives of the research are listed below.

i) To investigate the thermal and fluid flow behavior of the Ti-6Al-4V melt pool formed in both the SLM and EBAM process and compare the results to establish a standard to choose the appropriate process for advanced manufacturing.

ii) To develop 3-D thermo-fluid models for both SLM and EBAM incorporating the thermo-physical properties of Ti-6Al-4V and investigate the effects of the laser and electron beam parameters on temperature distribution, melt-pool geometry, melt-pool dynamics, and the criteria for melting and solidification involved in these processes.

iii) To develop mathematical formulations using the concepts of CFD, phase change, and heat transfer.

iv) To design and create user defined functions for the Gaussian heat source and temperature-dependent properties for the SLM and EBAM models and run the simulations with appropriate settings.
v) To validate the numerical models by comparing the numerical results with the experimental and analytical results.

The outcomes of this research have been reported to the NSF and Louisiana Board of Regents every year since 2016, showing the progress made and the milestone achieved in each reporting period [65–67]. The highlight of the research under a strategic framework is illustrated in Fig. 1.3. The overall study, combining analytical, numerical, and experimental analyses, suggests that the experimentally-validated multiphysics CFD model is a cost-effective and reliable tool for predicting the heat transfer and melt-pool evolution of any materials in the powder-bed fusion AM processes.

Figure 1.3: Research highlights
Chapter 2

Fundamentals of the Powder-Bed Fusion Process

Powder-Bed Fusion Process implements a rapid-prototyping strategy where the thermal energy of a computer-controlled heat source is used for selective melting and sintering of regions of a powder-bed [1]. Two of the most common types of powder-bed fusion processes are the selective laser melting (SLM) and electron beam additive manufacturing (EBAM) which have brought about a revolution in the field of metal additive manufacturing (AM) technology. The SLM process uses finely focused monochromatic coherent photons, i.e., laser while the EBAM process uses a beam of electrons as the heat source for melting the powder bed. This chapter represents the description of the fundamentals in these two PBF processes with detailed concepts on the methods and physics involved.

2.1 Selective Laser Melting Process

Selective laser melting, also known as the laser powder-bed fusion (L-PBF) process, is a newly established branch of AM that can produce complex shaped metal components from powder materials [10–13]. In this process, the thermal energy of laser (i.e., monochromatic coherent photons) selectively fuses regions of a powder-bed on top of a substrate [63]. The 3-D part to be fabricated is mathematically sliced into thin layers at the beginning according to the object’s computer-aided design (CAD) model. Then the final part is created by selective fusion and consolidation of the deposited powder layers with a moving laser heat source in a layer-by-layer manner. The melting of a selected region of the powder bed forms a melt pool which is rapidly cooled and consolidated in a convective medium, usually in an inert gas environment (such as argon). A process schematic of the SLM process is shown in Fig. 2.1. Once a layer of an
object is completed, the building platform is lowered, and more powder is spread over (usually, rolled on) the build area for a new scan. The process ends with a postprocessing step of removing all the unbound powder [2] from the fabricated object. The processing parameters in SLM can be broadly classified into four main groups, namely: (1) the laser parameters (e.g., the laser spot size and laser power); (2) the scanning strategy (e.g., the scanning speed and scanning pattern); (3) the powder bed parameters (e.g., the powder layer thickness and powder particle size distribution); and (4) the thermal parameters (e.g., the preheat temperature) [39].

![Schematic diagram of the SLM Process](image)

**Figure 2.1: Schematic diagram of the SLM Process [68]**

During the SLM process, heat transfer mechanism mainly includes heat radiation to powder layer from laser beam, heat conduction among powder particles, and heat convection between powder bed and ambient atmosphere. The three coupled heat transfer mechanisms make the thermal behavior during the SLM process become very complex. The physical, chemical, and metallurgical phenomena during the interaction of the moving Gaussian laser heat source and
powder-bed affect the heat transfer and melt-pool evolution in the SLM process. The schematic of the complex phenomena during the laser scanning is depicted in Fig. 2.2.

![Figure 2.2: A schematic view of the heat transfer and melt-pool evolution in SLM](image)

With the protective inert gas fed into the sealed building chamber, the interior oxygen content can be reduced below a required standard. Under this condition, the formation of oxide films on the surfaces of the melt can be alleviated. However, the laser–powder interaction is so quick that the powder materials undergo a solid–liquid–solid transition in a very short time, which results in the large temperature gradient and thermal stress; and may cause cracks in the final products.

### 2.2 Electron Beam Additive Manufacturing Process

EBAM was invented in 2002 by ARCAM AB in Sweden [62]. As compared to the SLM process, EBAM provides faster build-up due to higher beam efficiency, faster scanning speed, and minimal reflection. The power spectrum of electron beam has a very wide range that makes
it possible to melt almost all types of materials. However, metallic alloy powders (especially, high entropy alloys such as Ti-6Al-4V) are applied as powder-bed materials for the EBAM process in most cases. In building each layer, the process starts with processing the electronic data, usually generated from a CAD software. The process flow chart of EBAM [40] is illustrated in Fig. 2.3.

![Figure 2.3: Flow chart of the EBAM process [40]](image)

In the first step, a compatible build file needs to be created. A 3-D CAD model can be sliced into several layers by using the software that accompanies the EBAM machine. The
buildup file provides the required process information including the dimensions. Electrons are produced by heating the tungsten filament. The high voltage potential applied between the anode and cathode accelerates the speed of electrons. In the next step, electrons pass through three coils which increase the beam intensity and stir the beam. The kinetic energy of electrons is transformed into heat upon striking the target material. The emitting electrons start to preheat the substrate (stainless steel plate) to a specific temperature. The preheating of the substrate serves multiple purposes, such as minimizing the thermal gradient and avoiding the powder spreading phenomenon. When the desired preheating temperature is reached, the powder rake applies the first powder layer on the substrate. The thin layer of powder is exposed to the electron beam that melts down the Ti-6Al-4V powder. The process schematic is shown in Fig. 2.4 [45].

Figure 2.4: Electron beam melting systems schematic with scanning electron microscope view of Ti–6Al–4V powder (numbers denote the system components): (1) electron gun, (2) beam focus lens, (3) beam deflection coils, (4) powder cassettes, (5) powder layer rake, (6) build product, and (7) build table (lowered with each layer addition) [45]
In building each layer, the process involves powder spreading, preheating, and melting. In powder spreading, a metal rake is applied to uniformly distribute one layer of powder. Then, preheating is done to reach a high temperature across the entire powder-bed surface using a single beam at a high speed, with multi-pass scans. After that, contour, or hatch-melting stages take place with the electron beam scanning at a lower speed. Once a layer is built, the system is cooled down and then the entire powder-bed is retrieved from the machine for cleaning (usually by a blasting process) and post-processing. The typical pressure of residual gases in an EBAM machine is $10^{-1}$ Pa in the vacuum chamber and $10^{-3}$ Pa in the electron gun [38]. During the melting process, low pressure of inert helium gas ($10^{-1}$ Pa) is added to the vacuum chamber to avoid the build-up of electrical charges in powder. When all layers are completed, the built part is cooled inside the process chamber, which is then filled up with helium to assist cooling. Providing rapid self-cooling criteria for the liquid melt pool, the EBAM can produce fully melted metallic parts with fine microstructures and superior mechanical properties through computer-controlled machines. Because of radiation from electrons, the process observation is not as accessible as other AM technologies, only through a leaded-glass viewport. Therefore, what exactly happens inside the build chamber is difficult to perceive when compared to other AM processes.

2.3 EBAM versus SLM

In EBAM, a finely focused beam of electrons is used, while in SLM, monochromatic coherent photons, i.e., the laser is used for melting the powder layers. In both cases, the kinetic energy of the electrons or photons is turned into heat energy when they scan the powder layer. Table 2.1 shows the advantages and disadvantages of both processes in the context of industrial applications.
Table 2.1: Comparison between EBAM and SLM processes [18, 70]

<table>
<thead>
<tr>
<th>Features</th>
<th>EBAM</th>
<th>SLM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Penetration and depth to width ratio</strong></td>
<td>60 kV 6 kW beam power gives over 20 mm penetration at regular working condition</td>
<td>Solid state lasers (e.g., Nd:YAG) have lower power resulting in low penetration</td>
</tr>
<tr>
<td></td>
<td>Weld depth to width ratio up to 40:1</td>
<td>Weld depth to width ratio 10:1</td>
</tr>
<tr>
<td><strong>High speed</strong></td>
<td>High speed deep penetration welds possible</td>
<td>High welding speeds achievable but lacks penetration</td>
</tr>
<tr>
<td><strong>Process Automation</strong></td>
<td>Can be highly automated with the allowance of chamber evacuation time. Typical cycle times in automotive industry are around 40 seconds per component.</td>
<td>Can be highly automated with production rates higher than that for EBAM as there is no evacuation time for chamber (non-vacuum process)</td>
</tr>
<tr>
<td><strong>Component size restriction</strong></td>
<td>Component size is restricted by the size of vacuum chamber. Chamber volumes are kept to a minimum to reduce evacuation times</td>
<td>Not restricted by component size. Nd:YAG fibre optic delivery systems allows remote welding from the power source</td>
</tr>
<tr>
<td><strong>Weld quality</strong></td>
<td>High quality weld due to inert atmosphere, very stable and repeatable</td>
<td>Some porosity is normally found as the shield gas does not eliminate air from the weld area entirely</td>
</tr>
<tr>
<td></td>
<td>Deep penetration welds on a wide variety of materials possible</td>
<td>Inferior weld quality when subjected to deep penetration but surface finish is better than EBAM</td>
</tr>
<tr>
<td><strong>Vacuum Environment</strong></td>
<td>Vacuum aids in the weld quality as it tends to pull out contamination from the melt pool</td>
<td>Vacuum is not applied. Laser uses atmosphere with additional shielding gas</td>
</tr>
<tr>
<td><strong>Shielding gas</strong></td>
<td>Not required</td>
<td>Needs the shielding gas (e.g., argon) to stop oxidization of the weld area and the melt pool</td>
</tr>
<tr>
<td><strong>Running cost elements</strong></td>
<td>Requires cooling water (normal quality), pump oils, electricity, and compressed air (for valve actuation)</td>
<td>Requires high purity water in cooling system held at a constant temperature, shield gas, and constant electricity</td>
</tr>
<tr>
<td><strong>Power efficiency</strong></td>
<td>80-90% achievable</td>
<td>7-10% achievable (however, absorption efficiency can be higher based on the material)</td>
</tr>
<tr>
<td><strong>Initial cost</strong></td>
<td>Higher than SLM</td>
<td>Lower than EBAM</td>
</tr>
<tr>
<td><strong>Cost (approximate)</strong></td>
<td>60 kV 4 kW (610 mm³) electron beam including CNC controlled systems costs around $311,000.00</td>
<td>4 kW laser excluding work manipulation system costs around $353,500.00 [40]</td>
</tr>
</tbody>
</table>
Typically, electron beam is usually better solution than using laser beam for a process that requires a penetration of 5 mm or more. To obtain penetrations exceeding 10 mm, electron beam is the most cost-effective method [70]. A visual representation on the comparison of the SLM and EBAM is shown in Fig. 2.5, where the performance metrics are rated on a scale of ten [68]. The SLM method gives a better outcome in terms of surface finish, material range, accuracy, and component size. However, the EBAM method gives better productivity as it can melt a larger volume of material with the same energy input.

Figure 2.5: Comparison between SLM and EBAM in terms of rating on a scale of ten [68]

2.4 Energy Absorption Mechanism

The PBF process, in general, involves a non-equilibrium complex phenomenon of physical, chemical, and metallurgical processes, showing an intricate mechanism of heat and mass transfer [5]. Therefore, a good understanding of the energy absorption by the material and the physics of laser-material or electron beam-material interaction is necessary before conducting a numerical simulation of the thermal behavior and melt-pool evolution in the process. During
the PBF process, the entire amount of energy of the heat source is focused on the powder bed in a protective inert gas chamber. When a laser beam impinges on a particle, part of the energy is absorbed by the particle, part of the energy is reflected, and the rest is radiated after transmission. A simple schematic diagram is presented in Fig. 2.5 showing the laser penetration mechanism inside the powder layer.

![Diagram of laser or electron beam penetration in powder-bed](image)

Figure 2.6: Laser or electron beam penetration in powder-bed [65]

As the beam undergoes multiple reflections within the powder layer, the coefficient of beam absorption by the powder bed becomes higher than the Fresnel absorption coefficient of the liquid surface [5]. The particle size in the powder-bed, packing density, and material properties strongly affect the heat absorption mechanism. The absorption coefficient values for a material are usually different for the laser and electron beams and depend on a number of factors including the beam control, beam focusing, vacuum or convective environment, inclination angle, and the energy absorption by the target material [63]. The values of the optical penetration depth (also known as the absorption depth) for laser and electron beam are also different as their
wavelengths and extinction coefficients are not the same. Therefore, studying the material absorption properties for laser and electron beam is crucial while investigating the PBF process outcomes.

2.5 Methodology for Process Investigation

The common approaches for investigating of the process parameters involved in SLM and EBAM can be broadly classified into three methods:

(i) Experimental method,
(ii) Computational modeling and simulation, and
(iii) A combination of experimental and computational methods.

The experimental approach, covering both the macroscopic and microscopic studies, addresses the challenges to be overcome more precisely to increase the acceptance by the industry. These range from business considerations (e.g. limited build speed and sizes) to technical or inherent differences in the process from industry standards, which manifest themselves in the as-built material properties [71]. When compared with subtractive processes (e.g., machining, forging, and forming) and in common with other net-shape processes (e.g., casting, molding, and powder compaction), there are process parameters which lead to porosity at various scales, these in turn affect strength and life properties of the components, but they can be controlled. Other notable aspects are surface roughness, minimization of the residual stresses and anisotropic elasticity properties, which are related to build directions.

Computational modeling, pursued by both researchers and commercial software providers, has a vital role to play in addressing these challenges in the AM processes, when compared with its role in other manufacturing processes. The digital nature of the process
combined with the high flexibility or freedom of design immediately places the onus on a virtual
development of the design. This eventually leads to the necessity of the multi-scale simulations
by which the operators and industry almost expect a seamless and rapid development of the link
between the preliminary CAD design stage and a final optimized part, which is optimal from
both the process as well as a functional perspective [71]. Modeling is typically undertaken using
analytical or numerical solutions using self-developed codes which are typically based on finite
element, finite volume, or finite difference method, or using commercial codes including
ANSYS (Fluent/CFX), ABAQUS, COMSOL Multiphysics, and so on. The broad objectives are
to accurately predict part properties and performance, and to understand the sensitivities of the
process outcomes to important process parameters. Besides characterizing the parameters for
optimum part quality, a reliable model can play a role in process qualification and part
certification. Thus, the ultimate aim of a simulation-based approach is to actively control the AM
production process, using feedback from process diagnostics [5].

There are a few key areas which are being looked at while using computational modeling,
namely:

(i) Thermal/thermo-fluid modeling of melting and solidification,

(ii) Residual stress modeling, and

(iii) Topological and shape optimization of components.

Thermal/thermo-fluid modeling is the fundamental and the most important modeling of the SLM
and EBAM processes. Most of the works undertaken in this type of modeling either start with a
Fourier equation of thermal base, or from a fluid-flow Navier-Stokes equation considering
various length and time scales. During the application of the heat source to a powder bed, the
understanding from these models gives helpful information about controlling the levels of
porosity, heat source specification, and formation of the microstructures, by this means giving an insight into the resulting material properties. The thermal history of a part is also the starting point for the residual stress analysis shape optimization. Thermal and CFD models for the analysis of melt-pool characteristics range from the analyses that neglect convective heat transfer, to models that solve 3-D heat transfer and fluid flow, along with tracking of the solid-liquid interface. The mechanical properties of a part produced by the EBAM depend on the preheating and high vacuum that need to be characterized accurately in the simulation. On the other hand, modeling of SLM requires incorporation of convection with the inert gas environment at room temperature.

The essential physics which needs to be captured by a comprehensive thermal model should include the followings:

(a) Melting and solidification,

(b) Free-surface re-construction, giving an indication of residual porosity including the compensation for shrinkage effects during solidification,

(c) Multiple phases including liquid, gas, and solid,

(d) Forced and natural convection of gas by either conjugating the gas convective, conduction or radiation heat transfer, or through heat transfer coefficient boundary conditions,

(e) Laser or electron beam as an energy source (either indirectly as moving thermal boundary condition or directly by radiative modeling),

(f) Introducing significant non-linearity into the solution with temperature dependent properties (e.g., thermal conductivity, density, specific heat capacity) of solid and powder and radiative properties (e.g., absorption, reflectivity and emissivity),
(g) Temperature dependent surface tension of liquid metal in contact with powder – a
property which determines to which extent the melt-pool flows are dominated by the
Marangoni convection, and the levels of capillary infiltration of the melt-pool into the
powder-bed, and
(h) Incorporating phase-change of alloys which might identify regions of specific phases or
even evaporative properties of alloys even on the sub-micron level.

The third approach is the combination of the experimental and numerical methods which
is more versatile and robust compared to a single approach in terms of acceptance. The current
study is based on the combination approach where significant focus has been given on the
numerical modeling and the numerical results are validated by the analytical and experimental
results.

2.6 Concepts on Multiphysics Modeling

While developing a multiphysics model, it is important to find a convenient scheme to
design the heat source, estimate the melt-pool geometry, and determine the temperature
distribution in the build part as the melt-pool geometry strongly affects the build part
microstructures. Consequently, the melting temperature, thermal conductivity, latent heat of
fusion, and the specific heat of work materials are intuitively the dominant factors to be
considered for the size estimation of the melt pool. Besides these thermal properties, the
application of metallic or alloy powder adds one more important parameter to be considered –
the porosity level. With the increase in the porosity level, temperature increases in the melt pool,
causing an increase in the depth of the melt pool. Therefore, a robust thermal model must
consider the correlations among temperature-dependent process parameters, the melt-pool
geometry, and heat source specifications to offer valuable information about the performance of the SLM or EBAM process.

As the laser beam continues to scan and melt the target material, the molten material coalescences and leaves a thin track of consolidated metal behind. Repetition of the single-track deposit with a specified overlap (i.e., hatching space) forms a complete layer and repeating the layer-by-layer deposition constructs the entire part. Therefore, the PBF simulation requires a coupled solution of heat transfer and fluid flow incorporating several physics as listed below [5, 65):

- Heating and melting of powder particles,
- Formation of a melt pool,
- Surface tension and capillarity within the partially melted powder and the substrate [5],
- Fluid dynamics in the melt pool with thermal buoyancy forces,
- Convection and radiation from the metal surfaces,
- Evaporation of liquid and recoil pressure,
- Solid-liquid-solid phase change of metal and latent heat release or absorption,
- Temperature-dependent surface tension and the Marangoni effect,
- Formation of porosity, and
- Free-surface profile of the melt pool and its movement.

The variation of the PBF process parameters (namely, the laser power, scanning speed, spot size, hatching space, and powder layer thickness) yields various local melting and solidification conditions which significantly affect the microstructure and part quality. For instance, a high-power laser results in a large volume of melt pool. A faster scanning speed lowers the melt-pool volume and provides higher thermal shock to the powder particles. All the
material and process parameters mutually influence each other which leads to the necessity of understanding the degree of effect on the process outcome by each parameter. Therefore, studying the single-track deposit under various laser irradiation conditions provides a fundamental but all-inclusive understanding of the process envelop with the concept of optimizing the process parameters for numerous metals and alloy systems [65].

2.7 Established Functional Relationships

While the thermal models incorporating melting and solidification of powder materials are somewhat more complicated, the following functional relationships are nevertheless valid universally [46, 70].

- The melt-pool size is larger with a higher maximum temperature in the powder layer than the solid layer. Given that the other parameters are the same, the size increases as the power or intensity of the heat source increases.
- The diameter of the melt pool is proportional to the diameter of the electron or laser beam under a given specification. For a given diameter, the melt-pool width generally increases with a decrease in the scanning speed and with an increase in beam power.
- At the same scanning speed and power, the melt-pool length generally decreases with the increase in the beam diameter. At a given diameter and scanning speed, the length increases as the power increases.
- The melt-pool depth generally decreases with an increase in the beam diameter and scanning speed but increases with an increase in beam power.
- A larger beam diameter will reduce the maximum temperature in the melt pool and temperature gradients can be much smaller, giving a lower cooling rate.
• The melting temperature and thermal conductivity of work materials are intuitively the two most dominant factors for the size of the melt pool [46, 51]. The latent heat of fusion and the specific heat may also affect the shape of the melt pool to some extent.

• Besides these thermal properties, the application of metallic or alloy powder adds one more important parameter to be considered during the process – the porosity level. With the increase in the porosity, temperatures are higher in the melt pool, causing an increase in the size (especially, the depth) of the melt pool.

• Both the heating and cooling rates decrease with the increase in the porosity level.
Chapter 3

Material and Methods

This chapter contains the description of the material of interest, numerical modeling, and experimental methods used in the overall analysis. The material properties and the heat source are added in the numerical model as the user-defined functions (UDFs). Figure 3.1 illustrates the overall scope of the study combining the analytical, numerical, and experimental methods. The explanations of the numerical and experimental methods are mainly focused in this chapter whereas the analytical method is illustrated in chapter 4 (Mathematical Model) and chapter 6 (Model Validation).

Figure 3.1: Scope of the study showing the analytical, numerical, and experimental methods

3.1 Material Modeling

Selection of an appropriate material for the analyses of SLM and EBAM processes is an important step because, the material behavior significantly affects the process outcome. The material selected for this analysis is Ti-6Al-4V, which is a high entropy alloy having outstanding
mechanical properties such as low density, high strengths, good chemical resistance, and excellent biocompatibility. The chemical composition of Ti-6Al-4V is given in Table 3.1.

<table>
<thead>
<tr>
<th>N</th>
<th>C</th>
<th>H</th>
<th>Fe</th>
<th>O</th>
<th>Al</th>
<th>V</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.08</td>
<td>0.015</td>
<td>0.40</td>
<td>0.20</td>
<td>5.5-6.75</td>
<td>3.5-4.5</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

It is well known that the thermal properties of metallic powder materials are significantly different from those of the corresponding solid bulk material [72–76], especially, in thermal conductivity, melting point, specific heat capacity, and density. Li et al. [75] experimentally determined the density, specific volume, and viscosity of Ti-6Al-4V by the electrostatic levitation method. The porosity of the powder material has a great impact on the thermal responses that govern the process performance and part quality. The thermal conductivity of the powder decreases as the porosity increases [51]. Again, the effect of thermo-fluid properties of Ti-6Al-4V on the PBF process is substantial because, these properties determine the nature of preheating, melting, and solidification which eventually play a significant role in the characterization of the quality and mechanical properties of the build part. Therefore, the simulation of a thermo-fluid model accounts for the specific powder properties to achieve better exposure, desired results, and scope for further improvements. With a view to understanding the thermal responses of the process parameters, the temperature-dependent thermal conductivity, specific heat, and density as reported by Jamshidinia et al. [57, 58], Mills [76], and Dai et al. [77] are presented in Figs. 3.2, 3.3, and 3.4, respectively. The temperature-dependent properties of Ti-6Al-4V, shown in Table 3.2, are used to create the UDFs for the CFD models. The UDFs are written and saved as C-programming files containing subroutines and macros.
Figure 3.2: Temperature dependent thermal conductivity of Ti-6Al-4V powder

Figure 3.3: Temperature dependent specific heat of Ti-6Al-4V powder

Figure 3.4: Temperature dependent density of Ti-6Al-4V powder
The material properties presented in Table 3.2 play an important role in the numerical implementation, as they are functions of temperature and undergo a large variation from room temperature to above the melting temperature during the PBF processes. The temperature-dependent properties require a coupling of the momentum equations with the energy equation and give rise to a strong nonlinearity in the conservation equations. The equations are illustrated in chapter 4 where the temperature-dependent behavior of viscosity is also outlined.
3.2 Numerical Modeling

The numerical analysis for the PBF process is performed by developing 3-D transient CFD models with Ti-6Al-4V as the powder-bed material. The modeling results for thermo-fluid properties are obtained by using the finite volume method in ANSYS Fluent R19.2. Simulations for the SLM and EBAM processes are conducted separately with their corresponding UDFs, and the obtained results are compared at the same irradiation conditions. The two PBF cases are:

a) The SLM Model (considering an inert gas environment and laser scanning)

b) The EBAM Model (considering vacuum and an electron beam scanning)

Both models have the same geometry when compared to each other, but the UDFs and boundary and initial conditions are different. The macros for the temperature-dependent properties are the same in the UDFs for SLM and EBAM since the material is not changing. However, the subroutine for the heat source in the UDFs must be different as the SLM model employs a laser while the EBAM model uses an electron beam. The schematics of the SLM and EBAM processes showing the differences in physics are shown in Figs. 3.5 and 3.6, respectively.

![Figure 3.5: Schematic of the SLM Process [38]](image-url)
Configuration of the Physical Domain

Configuration of the 3-D model is shown in Fig. 3.6 where the physical domain consists of a solid Ti-6Al-4V substrate and a layer of Ti-6Al-4V powder on top of the substrate. The substrate is considered as a rectangular solid block of 14 mm × 4 mm × 4 mm volume while the powder layer is modeled on top of the block as 14 mm × 4 mm × 0.07 mm volume. Therefore, the cross-section in \(xz\)-plane had the dimensions of 4 mm width and 4.07 mm height including the powder layer thickness of 0.07 mm. It is assumed that the maximum heat of the laser or electron beam (i.e., the center of the heat source) is located at the center of a target surface, and the intensity varies radially along the heat source. The laser or the electron beam scans the top surface of the powder-bed in \(y\)-direction. For all simulations, only one unidirectional scan is considered for both SLM and EBAM. The geometry of the melt pool largely depends on the specifications of the heat source. For a given porosity of the powder and beam scanning speed, the melt-pool size increases as the power of the beam increases. However, both the electron beam and laser (considered for the comparative study) have the same diameter of 0.4 mm and the
same scanning speed of 330 mm/s. They scan the top surface of the domain starting from (0, 2 mm, 0) to the end-point at (0, 12 mm, 0) as shown in Fig. 3.7.

![Diagram of physical domain](image)

Figure 3.7: Physical domain of the 3-D model with laser or electron beam travel specifications

The configuration shown above is used for the comparative study on the SLM and EBAM processes. However, a separate geometry with large dimensions is also considered for the EBAM simulation, which is discussed in chapter 5 (Results and Discussion). Furthermore, a modified version of the SLM model is created to compare the numerical results with the SLM experimental results, which is illustrated in chapter 6 (Model Validation).

### 3.2.2 Computational Domain

The computational domain for the comparative study contains the same geometry as the physical domain shown in Fig. 3.7. As the powder at the top is melted by the heat source, the liquid melt pool is assumed to be a pseudo-incompressible Newtonian fluid with laminar flow. The powder layer shrinkage is ignored to avoid the effect of density change during the melting of
alloy powders. The top surface of the melt pool is assumed to be flat and all the nodes remained in their positions. Heat transfer by convection on the top surface is neglected in EBAM due to the vacuum environment. The 3-D computational domain considered for the analysis is discretized using a structured mesh with hexahedral cells. Figure 3.8 shows the 3-D mesh of the computational domain where 190,040 hexahedral cells are connected with 200,889 nodes. The structured mesh is formed by biasing the grid in the powder layer region and around the scanning path of the moving heat source to have a very fine mesh in the target zone.

Figure 3.8: 3-D computational domain with a structured mesh

The thermal boundary conditions applied in the simulations of SLM and EBAM are similar, but unlike EBAM, SLM included convection heat transfer on the top. The top surface is exposed to radiation with an ambient temperature of 298 K for both SLM and EBAM. The side walls and bottom of the domain in EBAM are in adiabatic condition with 1003 K temperature. As SLM does not require preheating, the side walls and bottom of the domain are kept in adiabatic condition with 298 K. The 2-D cross-sectional views of the domains for the SLM and
EBAM models are shown in Fig. 3.9, where the boundary and initial conditions for the two models are depicted in terms of temperature and velocity components.

![Figure 3.9: 2-D views of the computational domains with initial and boundary conditions for the (a) SLM and (b) EBAM models](image)

### 3.2.3 Mesh Convergence Study

A mesh independence or convergence study is conducted for the structured mesh of the 3-D domain considering the variation of melt-pool temperature with the increase of number of nodes. The temperature at location \((x, y, z) = (0 \text{ mm}, 5 \text{ mm}, 0.03 \text{ mm})\) is monitored for several different mesh densities at 0.009 s when the beam diameter is 0.4 mm, scanning speed is 330 mm/s, and the effective power is 216 W. The value of temperature inside the melt pool converges to 2571 K with the increase of number of nodes in the domain. Figure 3.10 depicts the results for the mesh convergence study where the temperature at the fixed point remains unchanged after 200,889 nodes corresponding to 190,040 hexahedral cells. Results for both SLM and EBAM models are obtained for the converged mesh.
3.2.4 Simulation Procedure

The simulations are performed in ANSYS Fluent R19.2 covering a transient thermo-fluid analysis of the 3-D domain. The thermal properties and the specifications of the moving heat source are assigned as UDFs to simulate the transient melting and solidification for both SLM and EBAM models. The mass, momentum, and energy conservation equations are discretized and solved using the control volume method with appropriate boundary conditions. ANSYS Design Modeler is used to create the geometry, Mesh tool is used to generate the structured mesh, and the mathematical model is followed to define the boundary types of the 3-D computational domain. During the simulations, the UDF is loaded before each iteration to insert the heat source term and the material properties. The finite volume approach ensures that the numerical scheme is locally and globally conservative, while the enthalpy formulation can treat phase change in a straightforward and unified manner. Once new temperature field is obtained, the thermo-physical properties are updated. The pressure-based coupled algorithm solves a coupled system of equations comprising the momentum equations and the pressure-based
continuity equation. Since the governing equations are nonlinear and coupled to one another, the solution process involves iterations wherein the entire set of governing equations is solved repeatedly until the solution converges. The rate of solution convergence is significantly higher in a coupled algorithm than that in the segregated algorithm. A representative set of solver specification used in Fluent for a typical PBF simulation is shown in Table 3.3.

<table>
<thead>
<tr>
<th>Description</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem setup – solver</td>
<td>Pressure based</td>
</tr>
<tr>
<td>Energy</td>
<td>On</td>
</tr>
<tr>
<td>Viscous</td>
<td>Laminar</td>
</tr>
<tr>
<td>Solidification &amp; melting</td>
<td>On</td>
</tr>
<tr>
<td>Pressure-velocity coupling</td>
<td>Coupled</td>
</tr>
<tr>
<td>Courant number</td>
<td>1</td>
</tr>
<tr>
<td>Gradient discretization</td>
<td>Green Gauss cell based</td>
</tr>
<tr>
<td>Pressure discretization</td>
<td>Second order upwind</td>
</tr>
<tr>
<td>Density discretization</td>
<td>Second order upwind</td>
</tr>
<tr>
<td>Momentum discretization</td>
<td>Second order upwind</td>
</tr>
<tr>
<td>Energy</td>
<td>Second order upwind</td>
</tr>
<tr>
<td>Transient formulation</td>
<td>First order upwind</td>
</tr>
<tr>
<td>Residual criteria</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Time step size</td>
<td>0.005 s</td>
</tr>
<tr>
<td>Max iterations/time step</td>
<td>42 s$^{-1}$</td>
</tr>
</tbody>
</table>

### 3.3 Experimental Analysis

A custom designed laser system is used to conduct laser melting experiments on a solid Ti-6Al-4V specimen to study the effects of various laser irradiation conditions on the melt-pool geometry. The laser system setup is equipped with an ytterbium fiber laser (IPG model: YLR-200-AC-Y11), an IPG D25 Collimator, a Cambridge Technology ProSeries II scan head, and a Jenoptik F-theta lens as shown in Fig. 3.11.
Spherical Ti-6Al-4V powders with an average size of 25 μm are utilized, and a powder bed with a thickness of 70 μm is deposited on top of a 25.4 mm × 25.4 mm Ti-6Al-4V stage, i.e., the solid substrate having a thickness of 2 mm. The porosity of the powder is measured manually using the powder density and the bulk density of Ti-6Al-4V. Table 3.4 shows the density data for the measurement of the powder porosity which is found to be 58.76%.

**Table 3.4: Packing density of Ti-6Al-4V powder**

<table>
<thead>
<tr>
<th>Powder volume (mL)</th>
<th>Mass (g) (powder + measuring cylinder)</th>
<th>Δ mass (g) (reference to 6 mL case)</th>
<th>Density (g/cm³)</th>
<th>Average density (g/cm³)</th>
<th>Bulk density (g/cm³)</th>
<th>Porosity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>16.8437</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>19.4073</td>
<td>2.5636</td>
<td>2.5636</td>
<td>2.603 ± 0.060</td>
<td>4.43</td>
<td>58.76</td>
</tr>
<tr>
<td>8</td>
<td>22.1883</td>
<td>5.3446</td>
<td>2.6723</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>24.5672</td>
<td>7.7235</td>
<td>2.5745</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The specimen is placed in a custom designed laser system for laser processing. Several laser scans are performed to investigate the effects of changing scanning speed, power, and spot size on the melt-pool evolution. After laser scanning, the Ti-6Al-4V specimens is cut vertically to
the laser scanning direction using a low speed saw. Then the cross section is ground with SiC papers (320, 600, 800, 1000, and 1200 grit successively), polished with the MetaDiTM Supreme polycrystalline diamond suspension (1 \(\mu\)m), rinsed ultrasonically in acetone, ethanol, and deionized water for 20 min each, and finally etched with the Kroll’s Reagent to reveal the cross-section of the laser scanning tracks. The microstructures of the cross-sectional areas are examined by a Quanta™ 3D Dual Beam™ FEG FIB-SEM scanning electron microscope (SEM) with an accelerating voltage of 20 kV.

The SEM images of the microstructures are shown in chapter 5 (Results and discussion). Experiments are conducted with both the solid and the powder-bed Ti-6Al-4V specimens. However, results for the melt-pool evolution in the solid specimen are compared with the numerical results for melt-pool width and depth in order to validate the SLM model, which are described in chapter 6 (Model Validation).
Chapter 4
Mathematical Model

The mathematical model for the 3-D PBF configurations is developed based on the concepts of CFD. In this chapter, the conservation and heat source equations corresponding to the three case studies have been presented with necessary assumptions.

4.1 General Assumptions

The assumptions of the mathematical formulation for the PBF Models are given below:

(1) The melt flow within the melt-pool is compressible, Newtonian, and laminar,
(2) The entire domain is initially at a temperature of 1003K for EBAM and at the room temperature, i.e., 298 K for SLM,
(3) Flat top surface during melting and solidification,
(4) Negligible powder shrinkage during melting,
(5) No Convection at the top boundary for EBAM,
(6) The top surface is exposed to convection and radiation with 298 K for SLM whereas EBAM has only radiation,
(7) The side walls and bottom wall are in adiabatic conditions,
(8) No evaporation,
(9) The heat source follows Gaussian distribution, and
(10) The powder layer shrinkage is neglected to avoid the effect of change in density.

4.2 Modeling of the Heat Source

Both the laser and electron beams are modeled as conical volumetric heat source with a Gaussian distribution, where the maximum power intensity is at the center and the intensity
decreases with the increase in the depth and width. The amount of absorbed energy in the material decreases exponentially through the thickness, as predicted by the Beer–Lambert law [5]. The 3-D conical volumetric Gaussian heat source model is expressed by Eqs. (1)–(3) [58, 62, 63]. These equations are used to create the subroutine for the heat source in the UDF.

\[
\dot{Q}_{\text{v}}(x, y, z, t) = \eta \times \frac{H_s \times I_z}{S}
\]  

(1)

with

\[
I_z = \frac{1}{0.75} \left( -2.25 \left( \frac{z}{S} \right)^2 + 1.5 \left( \frac{z}{S} \right) + 0.75 \right)
\]

(2)

\[
H_s = \frac{2P_H}{\pi \Phi^2} \exp \left\{ - \frac{2[(x - x_s)^2 + (y - y_s)^2]}{\Phi^2} \right\}
\]

(3)

A schematic of the conical volumetric heat source and a representative contour for the distribution of heat flux on the top surface of the PBF material are shown in Fig. 4.1.

Figure 4.1: (a) Conical volumetric heat source, and (b) heat flux for a beam power of 240 W
In Eq. (3), $x_s$ and $y_s$ are the instantaneous positions of heat source in the $x$- and $y$-directions, respectively, which can be calculated by multiplying the velocity of the heat source with elapsed computational time. The power of the electron beam is given by $P_H = VI_b$, where $V$ is the acceleration voltage and $I_b$ is the beam current. The values of efficiency $\eta$ for the laser and the electron beam are usually different which are shown in the results section. The penetration depth $S$ of the electron beam in Ti-6Al-4V powder is given by

$$S = S_E = 2.1 \times 10^{-5} \frac{V^2}{\rho}$$  \hspace{1cm} (4)

where $S_E$ is the penetration depth of electron beam in $\mu m$, $V$ is the electron beam potential in V, and $\rho$ is density of powder-bed in kg/m$^3$ [58]. Using a voltage of 60 kV and a powder density of 2150 kg/m$^3$, the value of $S_E$ is found to be 35.16 $\mu$m. In case of laser, the parameter $S$ is set to be the optical penetration depth $S_L$ which is defined as the depth along the propagation direction at which the intensity of the laser drops to 1/e of its initial value at the interface [86], and can be determined by the following relation [63]:

$$S = S_L = \frac{1}{a} = \frac{1}{2.303 \times \frac{A}{l_t}}$$  \hspace{1cm} (5)

where $a$ is the absorption coefficient [80–82] in $1/\mu m$, $l_t$ is the powder layer thickness in $\mu m$, and $A$ is the optical absorbance [83] of the laser beam while penetrating the Ti-6Al-4V powder-bed. The absorbance of electron beam in Ti-6Al-4V powder-bed is higher than that of the laser beam because the photons are mostly deflected rather than absorbed into the material [84]. Taking $l_t = 70 \mu m$ and $S = 35.16 \mu m$ in Eq. (12), the value of $A$ for electron beam is found 0.8645. Considering a solid state yttrium-aluminum garnet doped with neodymium ions
(Nd:YAG) laser with a wavelength of 1060 nm, the absorbance of laser beam in Ti-6Al-4V alloy is considered as 0.49 [85] which gives $S_L = 62 \, \mu m$ for the SLM simulations. Figure 4.2 shows the values of beam penetration function for the static laser and electron beams along the vertical coordinate of the domain where the $z$ values are taken such that $0 \leq z \leq S$. The higher value of $S$ for laser beam results in deeper distribution of its intensity as compared to the intensity of the electron beam within the specified range of vertical coordinate $z$.

![Figure 4.2: Comparison of the beam penetration functions for laser and electron beam](image)

### 4.3 Energy Density and Interaction Time

The effect of changing process parameters on the heat transfer and melt-pool dynamics in the SLM process can be effectively studied by altering the laser irradiation conditions which necessitate the calculation of volumetric energy density and laser interaction time. The energy density $E_D$ for single scan and heat source interaction time $t_I$ are defined by the following relations [86, 87]:

\[ E_D = \frac{P}{V} \]

\[ t_I = \frac{V}{P} \]
\[ E_D = \frac{P_H}{v_s \times l_i \times \Phi} \quad (6) \]

\[ t_i = \frac{\Phi}{v_s} \quad (7) \]

Energy distribution of the collimated fiber laser beam on the focused spot follows the Gaussian distribution. The intensity is high at the center which causes deep penetration and temperature gradients in the melt pool. The intensity of the beam decays from the center to the periphery inducing a lack of fusion [86]. The fusion of material takes place either in keyhole mode or in conduction mode as shown in Fig. 4.3.

![Conduction and Keyhole Modes](image)

**Figure 4.3**: Conduction and keyhole modes for melt-pool evolution [88]

The threshold for keyhole mode can be rewritten based on laser processing parameters [89] as follows:

\[ \frac{P_H}{\sqrt{v_s \Phi^3}} \geq kT_b \sqrt{\pi^3} \frac{A}{A\sqrt{D}} \quad (8) \]
where $k$ is the thermal conductivity, $D$ is the thermal diffusivity, $A$ is the laser absorptivity in powder layer (equivalent to the optical absorptance), and $T_b$ is the boiling temperature of the material.

Keyholing in the melt pool usually occurs due to a high power-density at the center causing re-melting of the previous layer in exchange for excessive irradiation and resulting in a deeper penetration than the conduction mode. Keyhole mode is more common because it produces narrow heat affected zones (HAZs) [89]. However, keyhole oscillations and closures result in instabilities of the melt pool, leading to creation of pores in the welded zones. On the other hand, there is more stability in the conduction mode since vaporization is minimal. Conduction-mode fusion are produced by using low-power beams which create shallower melt pool than the keyhole-mode fusion.

The maximum power density versus electrical power of the heat source at various beam efficiency is shown in Fig. 4.4.

![Figure 4.4: Variation of heat density with electrical power at different heat source efficiencies](image-url)
The plot of heat density as a function of electrical power demonstrates their linearly proportional relationship following Eqs. (1) and (3). The assumptions for the two-dimensional plot are as follows:

- Beam speed, layer thickness, and spot size are constants.
- Energy densities of the heat source are considered at their maximum conditions, i.e., at the centerline coordinates \((x = 0, y = 0)\).

### 4.4 CFD Formulation

For a 3-D, transient, compressible, laminar, and Newtonian melt flow in the liquid domain, the equations governing the motion and heat transfer in the domain are given by Eqs. (9) through (17).

The conservation of mass, i.e., the continuity equation [58–65] is given by

\[
\frac{\partial \rho}{\partial t} + \sum_{i} \frac{\partial (\rho u_i)}{\partial x_i} = 0
\]

where, \(\rho\) is the density and \(x_i\) and \(u_i\) are the distance and velocity along the Cartesian coordinates, respectively.

The conservation of momentum equation, in general form, can be given by the following equation [5, 58, 63]:

\[
\frac{\partial (\rho u_j)}{\partial t} + \sum_{i} \frac{\partial (\rho u_i u_j)}{\partial x_i} = - \frac{\partial P}{\partial x_j} + \sum_{i} \left( \nu \frac{\partial u_j}{\partial x_i} \right) + \rho g_j - C_M \left( \frac{(1 - f_L)^2}{f_L^3 + B} \right) u_j + v_s \frac{\partial (\rho u_j)}{\partial x_i}
\]
Considering the Boussinesq approximation, the third term on the right side of Eq. (10) can be modified by defining density as 
$$\rho = \rho_{ref} - \rho_{ref}\beta_{ref}(T - T_{ref})$$ [90, 91] to display the buoyant force. The modified momentum equation then becomes,

$$\frac{\partial (\rho u_j)}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_i} = -\frac{\partial P}{\partial x_j} + \frac{\partial}{\partial x_i}\left(\mu \frac{\partial u_j}{\partial x_i}\right) + \rho_{ref}g_z - \rho_{ref}g_z\beta_{ref}(T - T_{ref})$$

$$-C_M \left(\frac{1 - f_L^2}{f_L^3 + B}\right)u_j + v_s \frac{\partial (\rho u_j)}{\partial x_i}$$ \hspace{1cm} (11)

In Eq. (11), the scanning speed $v_s$ is in the $y$-direction and gravitational acceleration $g_z$ is in the $z$-direction. Therefore, only the $y$-momentum equation contains the last term associated with $v_s$ which is the relative motion between the heat source and the work piece. Here, $P$ is the pressure, $T$ is the temperature, $T_{ref}$ is the reference temperature, $\rho_{ref}$ is the density of liquid at the reference temperature, $\beta_{ref}$ is the coefficient of volume expansion at the reference temperature (also known as the coefficient of thermal expansion), $f_L$ is the liquid fraction, $C_M$ is a constant that accounts for the mushy zone morphology, and $B$ is a very small computational constant introduced to avoid division by zero [63]. The third, fourth, and fifth terms in the right side of Eq. (10) represent the gravity, buoyancy force, and the frictional drag in the mushy zone during the solid-liquid-solid transition (the Darcy term), respectively.

The transient conservation of energy equation (i.e., the heat equation) states that the total amount of energy in a closed domain is constant. In this study, the energy of the laser or electron beam is inserted into the domain from the top surface and is used to increase the domain temperature, while heat loss by conduction, convection and radiation occurs through the
boundaries. Thus, the thermal energy transportation in the domain can be expressed by the following energy equation [5, 39, 92]:

\[
\frac{\partial}{\partial t} (\rho H) + \frac{\partial}{\partial x_i} (u_i \rho H) = \frac{\partial}{\partial x_i} \left( k \frac{\partial T}{\partial x_i} \right) + \dot{Q}'''(x, y, z, t) + S_H
\]  

(12)

where \( k \) is the thermal conductivity, \( H \) is the total enthalpy, \( \dot{Q}'''(x, y, z, t) \) is the heat source as a function of the position and time, and \( S_H \) represents the remaining source terms. The phase change problem can be solved by a simple and flexible enthalpy method [63, 92, 93]. When the temperature is away from the liquidus temperature \( T_L \) or falls between the solidus temperature \( T_S \) and liquidus temperature \( T_L \), the total enthalpy \( H(T) \) can be defined as the sum of the sensible heat and the latent heat as follows [63, 92, 93]:

\[
H(T) = \int_0^T c_p \, dT + L_f f_L
\]  

(13)

where the liquid fraction \( f_L \) can be expressed as follows [63, 93]:

\[
f_L = \begin{cases} 
0 & T < T_S \\
\frac{T - T_S}{T_L - T_S} & T_S \leq T \leq T_L \\
1 & T > T_L 
\end{cases}
\]  

(14)

Equation (13) can be rearranged with the information of Eq. (14) to yield the relation between the enthalpy and temperature as given by Eq. (15) [62].

\[
T = \begin{cases} 
\frac{H}{c_p} & H < c_p T_S \\
T_S \leq T \leq T_L & c_p T_S \leq H \leq c_p T_L + L_f \\
\frac{(H - L_f)}{c_p} & H > c_p T_L + L_f 
\end{cases}
\]  

(15)

Considering the motion of the heat source \( v_s \) in \( y \)-direction, the heat equation in terms of temperature [63] can be given by
\[ \frac{\partial T}{\partial t} = \frac{1}{\rho(T)c_p(T)} \nabla \cdot (k(T)\nabla T) + \frac{\dot{Q}''''(x, y, z, t)}{\rho(T)c_p(T)} + \frac{g_z w}{c_p(T)} - \nu_s \frac{\partial T}{\partial x} + \frac{\mu(T)}{\rho(T)c_p(T)} \Phi_v \]  

(16)

where, the viscous dissipation term \( \Phi_v \) for 3-D case \([63, 65]\) is defined as

\[ \Phi_v = 2 \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial z} \right)^2 \right] + \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right)^2 - \frac{2}{3} \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right)^2 \]  

(17)

In the above equations, \( \rho \) is the density of the liquid melt pool, \( k \) is the thermal conductivity, \( c_p \) is the specific heat capacity, \( \mu \) is the absolute viscosity, \( g_z \) is the gravitational acceleration in \( z \)-direction, \( u \), \( v \), and \( w \) are the velocity components in \( x \)-, \( y \)-, and \( z \)-directions, respectively. The fourth term on the right side of Eq. (16) is a source term due to the relative motion \( v_s \) between the heat source and the work piece. During the simulation, the solid cells of the domain are specified by the temperature below the solidus temperature and are assigned with very large value of viscosity. Therefore, the velocity of those cells becomes very small and the transportation terms in the heat equation can be neglected in the solid cells of the domain.

### 4.4.1 Boundary and Initial Conditions

Since the EBAM process includes preheating of the entire domain to a temperature of 1003 K, the initial conditions are at \( t = 0 \), \( u = v = w = 0 \), and \( T = T_{\text{preheat}} = 1003 \) K, everywhere in the domain. The top surface is exposed to radiation at 298 K while the side walls and the bottom of the substrate are considered as adiabatic surfaces. For SLM, the initial temperature is 298 K and boundary conditions are same as the EBAM model. The top surface is exposed to radiation and convection at 298 K.
The Marangoni-driven flow [94] from the balance between the shear force and the surface tension at the top surface of the melt pool is described by Eqs. (18) and (19) [58].

\[ \tau_{xz} = \sigma_T \frac{(\partial T}{\partial x})_{Top} \]  
\[ \tau_{yz} = \sigma_T \frac{(\partial T}{\partial y})_{Top} \]  

where \( \tau_{xz} \) and \( \tau_{yz} \) are the Marangoni shear stresses due to the \( x \) and \( y \) components of velocity, respectively; and \( (\partial T/\partial x) \) and \( (\partial T/\partial y) \) are the spatial temperature gradients in the \( x \)- and \( y \)-directions, respectively. Furthermore, \( \sigma_T \) is the temperature coefficient of surface tension (also known as the Marangoni coefficient or the surface tension gradient) which is set as \(-2.6 \times 10^{-4}\) N/m-K at the top surface [58].

**4.5 Calculation of Viscosity**

According to Pei et al. [95], the viscosity of a liquid metal at any temperature \( T \) can be calculated by the following relationship:

\[ \mu(T) = C e^{\frac{E}{RT}} \]  

where \( C \) is a constant, \( E \) is the activation energy, and \( R \) is the molar gas constant. The activation energy (in kcal/mol) can be represented as a function of the melting point \( T_m \) as follows:

\[ E = 0.431 T_m^{1.348} \]  

Now, at \( T = T_m \), the viscosity (in cP or mPas) of a liquid metal can be calculated as follows:

\[ \mu_m = 5.7 \times 10^{-6} \frac{(A_w T_m)^{1/2}}{V_m^{2/3}} \]
where $A_w$ is the atomic weight and $V_m$ is the atomic volume at $T_m$. When $T = T_m$, the value of the constant $C$ in Eq. (20) can be found by substituting $\mu = \mu_m$. For the Ti-6Al-4V melt pool, $E$ and $\mu_m$ are found to be 11.585 kcal/mol and 3.41 cP [95], respectively, by substituting the melting temperature 1935 K, atomic weight 46.75 g/mol, and atomic volume $11.265 \times 10^{-6}$ m$^3$/mol [95] in Eqs. (20) – (22). Figure 4.5 shows the variation of viscosity of Ti-6Al-4V alloy with the change in temperature which is obtained by solving Eqs. (20) – (22).

![Figure 4.5: Temperature dependent viscosity of Ti-6Al-4V alloy](image)
Chapter 5

Results and Discussions

This chapter contains the results for numerical modeling, experimental analyses, and the model validation by comparing the numerical results with experimental and analytical results. The interpretation of the results and other discussions are also embedded for thorough understanding.

5.1 Numerical Results

The numerical results are obtained from the thermo-fluid modeling of the two processes. After representing individual studies, a comparison between the SLM and EBAM is illustrated with the modeling results.

5.1.1 Simulation Results for the SLM Process

Numerical simulations for SLM are conducted using the UDFs for laser heat source and the thermo-physical properties of Ti-6Al-4V under several laser irradiation conditions. The parameters, shown in Table 5.1, are used to generate results for the thermo-fluid properties and melt-pool geometry for a wide range of process parameters and times. All the simulation results are obtained for the converged mesh size using a powder porosity level of 50%. The absorptivity and efficiency of the laser beam and the thickness of the powder layer are considered for the calculation of optical penetration depth. The convective heat transfer coefficient is set considering an argon gas environment above the top surface of the domain.
The scanning speed, power, and spot sizes are varied to create several irradiation conditions. Table 5.2 shows the different laser irradiation conditions considered for the SLM analysis.

**Table 5.1: List of the SLM simulation parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solidus temperature, $T_S$ (K)</td>
<td>1878</td>
</tr>
<tr>
<td>Liquidus temperature, $T_L$ (K)</td>
<td>1938</td>
</tr>
<tr>
<td>Latent heat of fusion, $L_f$ (kJ/kg)</td>
<td>440</td>
</tr>
<tr>
<td>Spot size of laser beam, $\Phi$ (mm)</td>
<td>0.4, 0.058</td>
</tr>
<tr>
<td>Scanning speed, $v_s$ (mm/s)</td>
<td>100, 300, 330, 750, 1000</td>
</tr>
<tr>
<td>Laser power, $P_H$ (W)</td>
<td>200, 240</td>
</tr>
<tr>
<td>Initial temperature in SLM, $T_{SLM}$ (K)</td>
<td>298</td>
</tr>
<tr>
<td>Laser absorption efficiency, $\eta_l$</td>
<td>0.865</td>
</tr>
<tr>
<td>Powder porosity (%)</td>
<td>50</td>
</tr>
<tr>
<td>Powder layer thickness, $l_t$ (mm)</td>
<td>0.07</td>
</tr>
<tr>
<td>Beam penetration depth, $S$ ($\mu$m)</td>
<td>62.5</td>
</tr>
<tr>
<td>Convective heat transfer coefficient, $h$ (W/m²-K)</td>
<td>UDF</td>
</tr>
<tr>
<td>Effective viscosity of liquid, $\mu$ (kg/m-s)</td>
<td>UDF</td>
</tr>
<tr>
<td>Specific heat, $c_p$ (J/kg-K)</td>
<td>UDF</td>
</tr>
<tr>
<td>Thermal conductivity, $k$ (W/m-K)</td>
<td>UDF</td>
</tr>
<tr>
<td>Emissivity, $\varepsilon$</td>
<td>UDF</td>
</tr>
<tr>
<td>Density, $\rho$ (kg/m³)</td>
<td>UDF</td>
</tr>
</tbody>
</table>

**Table 5.2: Different laser irradiation conditions for the powder layer thickness of 70 $\mu$m**

<table>
<thead>
<tr>
<th>Laser power (W)</th>
<th>Spot size ($\mu$m)</th>
<th>Scanning speed (mm/s)</th>
<th>Energy density (J/mm³)</th>
<th>Laser interaction time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>58</td>
<td>100</td>
<td>492.611</td>
<td>0.580</td>
</tr>
<tr>
<td></td>
<td></td>
<td>300</td>
<td>164.204</td>
<td>0.193</td>
</tr>
<tr>
<td></td>
<td></td>
<td>750</td>
<td>65.681</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>49.261</td>
<td>0.058</td>
</tr>
<tr>
<td>240</td>
<td>400</td>
<td>330</td>
<td>26</td>
<td>1.212</td>
</tr>
</tbody>
</table>
As shown in Table 5.2, the energy density and interaction time of the laser decrease significantly as the scanning speed increases, resulting in an incomplete melting of the powder layer. However, a higher energy density of 492.611 J/mm$^3$ is not recommended as it overmelts the target zone including the substrate. The energy density for the spot size of 0.4 mm gives a low value (26 J/mm$^3$) when compared to the ones for 58 µm spot size and might seem inadequate for melting. However, the high laser interaction time (i.e., 1.212 ms) allows the material to absorb more heat and eventually aids in the melting process.

Based on Eq. (8), the calculated threshold value for $\frac{kT_b\sqrt{\pi}^3}{A\sqrt{D}}$ is found $3.95 \times 10^8$ W$/\sqrt{s}$/m$^2$ using the thermophysical parameters shown in Table 5.3. The absorptivity value is assumed as 0.36 based on the literature survey [65].

<table>
<thead>
<tr>
<th>Thermophysical parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boiling point, $T_b$ (K)</td>
<td>3315</td>
</tr>
<tr>
<td>Absorptivity, $A$</td>
<td>0.36</td>
</tr>
<tr>
<td>Thermal conductivity, $k$ (Wm$^{-1}$K$^{-1}$)</td>
<td>25.2</td>
</tr>
<tr>
<td>Thermal diffusivity, $D$ (m$^2$s$^{-1}$)</td>
<td>$1.07 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

The values of $\frac{P_{Laser}}{\sqrt{v_s\Phi^3}}$ with the scanning speeds of 100, 300, 750 and 1000 mm/s are found $14.3 \times 10^8$, $8.27 \times 10^8$, $5.23 \times 10^8$, and $4.53 \times 10^8$ W$/\sqrt{s}$/m$^2$, respectively, which are higher than the threshold value. Therefore, all the laser processing conditions for the cases of 58 µm spot size belong to the keyhole mode. The keyhole threshold plot is shown in Fig. 5.1.
The laser beam scans the top surface in the \( y \)-direction. As a representative case, the combination of 240 W laser power, 330 mm/s scanning speed, and 0.4 mm spot size is selected to show the results. The contour plots for temperature at the top surface and in \( yz \)-plane (longitudinal section) along the laser scan path, and the cross-sectional thermal conductivity at \( y = 7.0 \) mm and \( t = 0.016 \) s are shown in Figs. 5.2 to 5.4. The maximum temperature in the melt pool is found 2574 K at the location where the laser beam is pointed. The segment of the domain that experiences temperatures above the liquidus temperature, is in the liquid state and becomes a part of the melt pool. Figure 5.4 shows that the thermal conductivity is higher in the liquid that that in the solid zones. The thermal conductivity of the powder layer (before the application of laser) is less than that of the solid substrate due to the porosity, i.e., presence of voids in the layer.
Figure 5.2: Contour plot for temperature (K) at the scanning path of the beam at $t = 0.016$ s

Figure 5.3: Contour plot for temperature (K) at the longitudinal section at $t = 0.016$ s
Figure 5.4: Contour plot for thermal conductivity (W/m-K) at the cross-section at $t = 0.016$ s

5.1.1.2 Melt-Pool Geometry

The size of the melt pool depends largely on the properties of the heat source. The depth of the melt pool must be greater than the powder layer thickness in order to avoid partial or incomplete melting. Therefore, optimization of the process parameters is necessary for an efficient manufacturing strategy which can be achieved by studying the melt-pool evolution.

Figure 5.5 shows the melt-pool dimensions at $y = 7.0$ mm ($t = 0.016$ s) for a laser power of 240 W, a scanning speed of 330 mm/s, and a spot size of 0.4 mm. The melt-pool dimensions, especially the depth and width, suggest that the laser melting in this case belongs to the conduction mode.

At a given laser power and spot size, the melt-pool volume decreases as the scanning speed increases. The variations of melt-pool width and depth with the change in scanning speeds are shown in Fig. 5.6, where the results are obtained for a laser power of 200 W, a spot size of 58 $\mu$m, and a powder layer thickness of 70 $\mu$m. The melt-pool width and depth at 1000 mm/s
scanning speed indicate a conduction mode while the dimensions in other three scanning speeds (100, 300, and 750 mm/s) fall under keyhole mode.

Figure 5.5: Melt-pool geometry for 26 J/mm$^3$ energy density and 1.212 ms laser interaction time where the left image is viewed from the bottom of the domain and the right one is viewed at the longitudinal section at $y = 7.0$ mm, and $t = 0.016$ s

Figure 5.6: Simulated melt-pool width and depth at 58 $\mu$m spot size and 200 W laser power
5.1.2 Simulation Results for EBAM

5.1.2.1 Variation of Thermo-Fluid Properties

The EBAM simulations are conducted using the UDFs and the solver algorithm of ANSYS Fluent to generate results for the time-dependent-thermo-fluid properties for a wide range of times. The specifications of the heat source and other simulation parameters are listed in Table 5.4. Three different speeds including 330 mm/s, 630 mm/s, and 930 mm/s are used to observe the change in properties keeping the other input parameters constant. Results are presented mainly for the speed of 330 mm/s and the effects of changing the beam scanning speed on the melt-pool geometry are discussed with necessary illustrations. The geometry of the model is modified to a higher scale, i.e., 40 mm × 5 mm × 5.07 mm, in order to track the total tailing effect of the melt pool on the top surface of the domain.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solidus temperature, ( T_S ) (K)</td>
<td>1878</td>
</tr>
<tr>
<td>Liquidus temperature, ( T_L ) (K)</td>
<td>1938</td>
</tr>
<tr>
<td>Latent heat of fusion, ( L_f ) (kJ/kg)</td>
<td>440</td>
</tr>
<tr>
<td>Electron beam diameter, ( \Phi ) (mm)</td>
<td>0.4</td>
</tr>
<tr>
<td>Beam scanning speed, ( v_s ) (mm/s)</td>
<td>330, 630, and 930</td>
</tr>
<tr>
<td>Acceleration voltage, ( V ) (kV)</td>
<td>60</td>
</tr>
<tr>
<td>Current, ( I_b ) (mA)</td>
<td>4</td>
</tr>
<tr>
<td>Preheat temperature, ( T_{preheat} ) (K)</td>
<td>1003</td>
</tr>
<tr>
<td>Beam efficiency, ( \eta )</td>
<td>0.9</td>
</tr>
<tr>
<td>Powder Porosity (%)</td>
<td>50</td>
</tr>
<tr>
<td>Effective viscosity of Liquid, ( \mu ) (kg/m-s)</td>
<td>0.049</td>
</tr>
<tr>
<td>Specific heat, ( c_p ) (J/kg-K)</td>
<td>UDF</td>
</tr>
<tr>
<td>Thermal conductivity, ( k ) (W/m-K)</td>
<td>UDF</td>
</tr>
<tr>
<td>Emissivity, ( \varepsilon )</td>
<td>UDF</td>
</tr>
<tr>
<td>Density, ( \rho ) (kg/m(^3))</td>
<td>UDF</td>
</tr>
</tbody>
</table>

Figure 5.7 (a) represents the modified geometry for the EBAM model. This model is used to show the individual results for the EBAM process. However, the geometry presented in Fig. 5.7 (a) is not included in this text.
3.7 in Chapter 3 is used to study the comparison between the SLM and EBAM models. Figure 5.7 (b) shows the contour of temperature along the beam path at $y = 29.7$ mm (at $t = 0.09$ s) on the top surface of the domain.

Figure 5.7: (a) Modified geometry of the EBAM model, and (b) contour plot for temperature (K) at the scanning path of the beam at $t = 0.09$ s

Along the $y$-$z$ plane corresponding to the origin (i.e., the longitudinal section), the temperature contour when the electron beam is at $y = 29.7$ mm, is shown in Fig. 5.8.
Figure 5.8: Contour plot for temperature (K) at the longitudinal section at $t = 0.09$ s

To visualize the results along the $x$-$z$ plane, a cross-section is considered at $y = 29.7$ mm which corresponds to the 2-D representation of the model as depicted earlier in chapter 3. The temperature contour at the cross-section is shown in Fig. 5.9 which is symmetric relative to the center of the electron beam.

Figure 5.9: Contour plot for temperature (K) at the cross-section at $t = 0.09$ s
As the density, specific heat capacity, thermal conductivity, and enthalpy are functions of temperature, the variation of these properties can be observed clearly inside the computational domain from which the location and growth of the melt pool can be identified. As the temperature increased, density decreased linearly from the bottom to the top of the liquid melt pool. The contour plots for density in both the longitudinal section and cross section at \( t = 0.09 \) s are shown in Figs. 5.10 and 5.11, respectively.

![Density Contour](image)

Figure 5.10: Contour plot for density \((\text{kg/m}^3)\) at the longitudinal section at \( t = 0.09 \) s

![Density Contour](image)

Figure 5.11: Contour plot for density \((\text{kg/m}^3)\) at the cross-section at \( t = 0.09 \) s
On the other hand, the values of thermal conductivity, specific heat capacity, and enthalpy increased as the temperature increased. Since the liquid metal has higher values of these three thermal properties, the position of the melt pool and the estimation of its size can be identified from the contour plots along the longitudinal section and cross-section of the domain. Figures 5.12–5.14 show the variation of thermal conductivity, specific heat capacity, and enthalpy, respectively, along the longitudinal section in the y-z plane at \( t = 0.09 \) s. The UDFs containing macros of the temperature-dependent functions play a key role in the determination of these properties. When the Fluent solver solves the mathematical model, the solutions for temperature at various nodes are fed into the functions to generate the results for all the temperature-dependent properties. The thermal conductivity of the powder layer is significantly lower than that of the solid substrate. The porosity of powder is liable for the decreased value of thermal conductivity which can be seen in the powder zones around the melt pool.

![Thermal Conductivity Contour](image)

Figure 5.12: Contour plot for thermal conductivity (W/m-K) at the longitudinal section at \( t = 0.09 \) s
Figure 5.13: Contour plot for specific heat (J/kg-K) at the longitudinal section at \( t = 0.09 \) s

Figure 5.14: Contour plot for enthalpy (J/kg) at the longitudinal section at \( t = 0.09 \) s

Figures 5.15–5.17 represent the same properties, respectively, at the same time along the cross-section in the \( x-z \) plane. All these results are symmetric in the cross-section just like the cross-sectional contours of temperature and density.
Figure 5.15: Contour plot for thermal conductivity (W/m-k) at the cross-section at $t = 0.09$ s

Figure 5.16: Contour plot for specific heat (J/kg-K) at the cross-section at $t = 0.09$ s
5.1.2.2 Melt-Pool Geometry for EBAM

The maximum width, depth, and length of the melt pool for a beam diameter of 0.4 mm with 240 W power and 330 mm/s scanning speed are 0.6 mm, 0.12 mm, and 2.1 mm, respectively at $t = 0.09$ s. The maximum width of the melt pool during scanning is 0.6 mm which is wider than the electron beam diameter of 0.4 mm and the depth is also more than the powder layer thickness. However, obtaining very deep penetration, i.e., well below the powder layer thickness, is not necessary as the beam starts penetrating the substrate. The simulation results for the maximum length and width of the melt pool at the scanning speed of 330 mm/s are shown in Fig. 5.18 while the maximum depth at that speed is shown in Fig. 5.19. These results are obtained by the ANSYS CFD-Post which is a post-processing platform to visualize the results solved by the Fluent solver.
Figure 5.18: The maximum length and width of the melt pool at $t = 0.09$ s as viewed from the top and bottom, respectively.

Figure 5.19: The maximum depth of the melt pool at $t = 0.09$ s as viewed from the longitudinal section.

Keeping the other parameters same, if the scanning speed is increased, the melt pool gets smaller in size, i.e., the volume decreases. The maximum width and depth decrease but the maximum length increases due to the tailing effect. Figure 5.20 shows the contour plots of temperature distribution at the top surface for two different scanning speeds (630 mm/s and 930 mm/s) where the effect of the increased scanning speed on the size of the melt pool is visible. The tailing effect along the scanning direction is comparatively long for 930 mm/s but the width became smaller than the one at 630 mm/s.
A comparison of different melt-pool sizes at three different electron beam scanning speeds is shown in Fig. 5.21 where the beam diameter is kept at 0.4 mm and the beam power is set at 240 W. The maximum width and depth of the melt pool decreased as the scanning speed is increased. The melt-pool dimensions for these three cases are observed at $t = 0.09$ s. The geometries of the melt pool are achieved for a powder porosity of 50%. The width of the melt pool does not significantly vary with the change in porosity due to the large thermal resistance [51, 62] of the porous powder on both sides of the scan path. However, length and depth can vary with the variation of the porosity. For a given scanning speed and diameter of the electron beam, significant increase in the melt-pool volume is found with the increase in beam power.
5.1.3 Comparison between the SLM and EBAM Processes

5.1.3.1 Variation of Thermal Properties

The comparison between the SLM and EBAM processes is conducted using the geometry shown in Fig. 3.6 in Chapter 3 (which is same as the SLM model). To make a valid comparison, the same irradiation condition is obtained for both SLM and EBAM by choosing 240 W power, 0.4 mm beam diameter, and of 330 mm/s scanning speed. Figure 5.22 shows the contour of temperature along the scan path on the top surface of the powder-bed for both SLM and EBAM process. In both cases, the heat source scans the top surface in \( y \)-direction. For SLM, the temperature contour at the top surface when the laser beam is at \( y = 7.5 \) mm \((t = 0.0167 \) s) is shown in Fig. 5.22 (a). Similarly, for EBAM, the temperature contour at the top surface when the electron beam is at \( y = 7.5 \) mm is shown in Fig. 5.22 (b). The melt region is longer in the contour for EBAM than that in SLM.
Figure 5.22: Contour plots for temperature (K) at the top surface at $y = 7.5$ mm in the (a) SLM and (b) EBAM models

Figure 5.23: Contour plots for temperature (K) at the cross-section at $y = 7.5$ mm in the SLM and EBAM models

In order to compare the results along the $xz$-plane, a cross-section is considered at $y = 7.5$ mm ($t = 0.0167$ s) which corresponds to a 2-D representation as shown in Figs. 5.23 to 5.25. The
temperature contour at the cross-section for SLM and EBAM are shown in Fig. 5.23. As the temperature increases, density decreases in the liquid melt pool. The results for density showed same pattern as presented by Rahman et al. [62]. Unlike density, the thermal conductivity, specific heat capacity, and enthalpy experienced an increase in their values as the temperature increased in the domain. The thermal conductivity of the powder layer is less than that of the solid substrate. The porosity of the powder reduces the thermal conductivity. Contour plots for thermal conductivity in SLM and EBAM are shown in Figs. 5.24 (a) and 5.24 (b), respectively.

Figure 5.24: Contour plots for thermal conductivity (W/m.K) at the cross-section at y = 7.5 mm in the SLM and EBAM models

As the enthalpy is proportional to temperature, the contour plots for enthalpy in SLM and EBAM have similar patterns as shown in Fig. 5.23. Figures 5.25 (a) and 5.25 (b) represent the enthalpy distributions along the cross-section in SLM and EBAM, respectively. All these SLM
and EBAM modeling results are obtained at similar irradiation conditions for laser and electron beam to show a valid comparison.

![Contour plots for enthalpy (J/kg) at the cross-section at y = 7.5 mm in the SLM and EBAM models](image)

Figure 5.25: Contour plots for enthalpy (J/kg) at the cross-section at y = 7.5 mm in the SLM and EBAM models

### 5.1.3.2 Melt-Pool Geometry

The size of the melt pool depends on the properties of the material, processing parameters, energy absorption, and thermo-fluid interactions. For a beam diameter of 0.4 mm with 240 W power and 330 mm/s scanning speed, i.e., under the same energy density of 26 J/mm³, the results for the maximum length, width, and depth of penetration of the melt pool at y = 7.5 mm (t = 0.0167 s) for SLM and EBAM are shown in Table 5.5.
Table 5.5: Comparison of melt-pool dimensions at \( y = 7.5 \) mm

<table>
<thead>
<tr>
<th>Process</th>
<th>( E_D = 26 \text{ J/mm}^3 ) and ( t_I = 1.212 \text{ ms} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Length (mm)</td>
</tr>
<tr>
<td>SLM</td>
<td>1.2</td>
</tr>
<tr>
<td>EBAM</td>
<td>2.1</td>
</tr>
</tbody>
</table>

The simulation results for the lengths and widths of the melt pool in SLM and EBAM are shown in Fig. 5.26. The melt-pool geometries are achieved under the same irradiation conditions for both the SLM and EBAM processes.

![Figure 5.26: The maximum length and width (as viewed from the bottom) of the melt pool at \( y = 7.5 \) mm](image)

A parametric study on the effects of processing parameters on the evolution of the melt pool is also conducted with the numerical simulations for SLM and EBAM processes. First, the effect of increasing the power of the laser and electron beams on the depth of penetration of the melt pool is investigated while keeping the same spot size of 0.4 mm and scanning speed of 330
mm/s. As expected, the depth of the melt pool increases with the increase in beam power. The comparison of the melt-pool depth in EBAM and SLM processes are shown in Fig. 5.27.

![Diagram showing the comparison of melt pool depth in EBAM and SLM processes](image)

**Figure 5.27:** The maximum depths of the melt pool at different powers of the heat source

In contrast to the beam power, the depth of the melt pool decreases as the scanning speed increases at a given power and a spot size of the laser or electron beam. The simulation results for melt-pool depth versus scanning speed for SLM and EBAM at a power of 240 W and a spot size of 0.4 mm are shown in Fig. 5.28. Results show that the melt pool depth is more sensitive to the change in beam power as compared to the change in scanning speed at a given spot size. For instance, due to an increase of 127.27% of the scanning speed from 330 mm/s to 750 mm/s in the SLM model, the percentage of decrease in melt-pool depth is 55% (as shown in Fig. 5.28). However, a power increase of 87.5% from 240 W to 450 W in the SLM model results in a 433.33% increase in the melt-pool depth which is calculated from the values shown in Fig. 5.27. Therefore, the variation in melt-pool depth due to the change in power is significantly larger than the variation caused by the change in scanning speed.
The powder porosity is considered 50% for both cases. The width of the melt pool does not significantly vary with porosity due to the large thermal resistance of the porous powder on both sides of the scan path. However, the length and depth of the melt pool can vary with the variation of the porosity and beam scanning speed.

5.1.3.3 Heating and Cooling Rates

In order to determine the heating and cooling rate for the given specifications of the laser and electron beam, a point at \( y = 5 \text{ mm} \) on the top surface along the scan path is selected to observe the variation of temperature with respect to time. If the temperature of the point is above the liquidus temperature (1938 K) then it is completely in the liquid state. On the contrary, any temperature below the solidus temperature (1878 K) indicates the solid state of that point. The Ti-6Al-4V melt pool in SLM and EBAM cools down rapidly due to the combined heat transfer. Figures 5.29 (a) and 5.29 (b) represent the heating and cooling of the point at \((x, y, z) = (0, 5 \text{ mm}, 0)\) with respect to time for SLM and EBAM, respectively, where the time count starts when

Figure 5.28: The maximum depths of the melt pool at different scanning speeds of the heat source
the laser or electron beam strikes the point. The heating and cooling rates for SLM and EBAM are shown in Fig. 5.30 (a) and 5.30 (b), respectively.

![Figure 5.29: Variation of temperature with time at a fixed point during the (a) SLM and (b) EBAM processes](image)

![Figure 5.30: Heating and cooling rates versus time plots for the (a) SLM and (b) EBAM processes](image)

Under the same energy density of 26 J/mm³ and laser interaction time of 1.212 ms, the liquid melt pool cooled down from the maximum temperature to the solidus temperature in 0.008 s for EBAM and in 0.0045 s for SLM. However, heat is generally trapped in the solidified scanned region which results in the trailing effect as shown earlier in the temperature contours on
the top surface. The liquid lifetime (i.e., the time duration from the start of melting to the beginning of solidification) decreases as the energy density or the laser interaction time decreases. The faster the scanning speed, the shorter the liquid lifetime.

**5.1.3.4 Velocity inside the Melt Pool**

The simulation results for the velocity distribution inside the melt-pool obtained from the SLM and EBAM models are also compared under the same energy density of 26 J/mm³ and heat source interaction time of 1.212 ms. The velocity of liquid inside the melt pool in SLM is higher than that in EBAM due to greater convection in SLM. Along the yz-plane corresponding to the origin (i.e., the longitudinal section), the velocity contours inside the melt pool when the laser and electron beam are at $y = 7.5$ mm ($t = 0.0167$ s) are shown in Fig. 5.31.

![Contour plots for velocity (m/s) at the longitudinal section at $y = 7.5$ mm in SLM and EBAM](image)

Figure 5.31: Contour plots for velocity (m/s) at the longitudinal section at $y = 7.5$ mm in SLM and EBAM

The maximum velocity for the SLM model is found in the middle of the melt-pool whereas the maximum melt-pool velocity in the EBAM model is detected towards the tail end from the center. The temperature gradient leads to a surface tension gradient, which causes a
Marangoni flow from low surface tension area to high surface tension area of the melt pool as described by Yuan and Gu [38]. The cooler liquid near the edge of the melt-pool having higher surface tension tends to pull the liquid away from the melt-pool center. However, the magnitudes of the maximum velocity in the melt pool for the SLM and the EBAM models are about 18.6 mm/s and 15.4 mm/s, respectively, which confirm that the values of the Reynolds number \( \text{Re} = \frac{\rho u_i \Phi}{\mu} \) are very low and the flow is laminar in both SLM and EBAM cases.

The fluid flow pattern inside the melt pool can be observed from the vector plots. The flow patterns for SLM and EBAM melt pools show similar nature although the velocity magnitudes are different. As a representative case, the fluid flow pattern observed in the SLM model at \( y = 7.5 \) mm for 300 mm/s laser scanning speed with 200 W power and 58 \( \mu \)m spot size is shown in Fig. 5.32. As it is shown, the melted material starts to move upwards from the melt-pool center, and it is directed towards its edges. The negative temperature coefficient of surface tension for Ti-6Al-4V means the surface tension value decreases by increasing the material temperature. The melt-pool center has a higher temperature than its surrounding area. This means that the net force applied on the material in the melt-pool center is toward the surrounding area which causes the material to flow outwards [57]. The flow is upwards in the center of the molten pool due to the combined effects of gravity and buoyancy forces. The circulation patterns in the longitudinal and cross-sectional planes are shown in Fig. 5.32. The convection effects and recoil pressure serve to generate a velocity vortex which tends to pull the liquid up and results in the characteristic melt-pool hump. The hump is not possible to show in the contour plots as the top surface of the domain is fixed (flat) and the external medium is not included in the domain.
Figure 5.3: Fluid flow patterns in the SLM model at (a) the longitudinal section, and (b) the cross-section for 300 mm/s scanning speed with 200 W power and 58 µm spot size.

5.2 Experimental Results

5.2.1 Effects of Changing Laser Scanning Speed

Setting the laser power of 200 W and the spot size of 58 µm, four single laser scans are performed on the powder bed under pure argon environment with the scanning speeds of 100 mm/s, 300 mm/s, 750 mm/s, and 1000 mm/s, respectively, as shown in Fig. 5.33. The unprocessed powders are removed to observe the tracks on top of the substrate.
Figure 5.33: Ti-6Al-4V powder-bed specimen after laser scanning

Figure 5.34 shows the SEM images of the cross-sections of the single laser tracks on the Ti-6Al-4V powder-bed specimen at 200 W laser power and 58 µm spot size. The images suggest that the higher the laser scanning speed, the smaller the melt-pool size. The slower laser scanning speed yields larger energy density input, leading to a deeper penetration depth. The melt-pool shape gradually changes from an inverted triangle to a semicircle as the laser scanning speed increases. The laser scanning tracks all bulge to some extent because of the effects of surface tension and variation of recoil pressure during the laser melting process. It is worth noting that the irregularities in the melting pool shape result due to the Marangoni force and recoil pressure in the melting pool during the melting and rapid consolidation in the gas environment.

5.2.2 Effects of Changing Laser Power

Setting the laser scanning speed at 100 mm/s and the spot size at 58 µm, several single laser scans are performed on the powder bed specimen (with 58.76 % porosity level) under a pure argon environment. The SEM images of the cross-sectional microstructures are examined to
observe the melt-pool geometries and the heat-affected zones. Figure 5.35 shows the SEM images for the cases of 200 W, 150 W, and 100 W laser powers, respectively. As laser power decreases, the melt-pool volume decreases.

Figure 5.34: SEM images showing the melt-pool features of single tracks treated with varying laser scanning speeds — (a) 100 mm/s, (b) 300 mm/s, (c) 750 mm/s, and (d) 1000 mm/s. The white lines indicate the boundary between heat-affected zone and the substrate, while the red dashed line demonstrates the boundary of melt zone and heat-affected zone.
5.2.3 Effects of Changing Laser Spot Size

Setting the laser power at 200 W and the scanning speed at 100 mm/s, several single laser scans are performed on the powder bed under pure argon environment. The SEM images of the cross-sectional microstructures are examined following the similar approach as stated above. Figure 5.36 shows the SEM images for the cases of 400 µm, 300 µm, and 200 µm laser spot
sizes, respectively. As the laser spot size decreases, the melt-pool volume increases because of the increase in incident laser energy density.

Figure 5.36: SEM images showing the melt-pool features of single tracks treated with varying laser spot sizes — (a) 400 µm, (b) 300 µm, and (c) 200 µm. The white line indicates the boundary between heat-affected zone and substrate, while the red dashed line demonstrates the boundary of melt zone and heat-affected zone
Chapter 6

Model Validation

6.1 Validation with the Classical Stefan Problem of Melting

The results obtained from the Fluent simulation for melting of pure titanium (Ti) is compared with the analytical solution of the classical Stefan problem [63, 96] of melting of a phase change material (PCM) with pure conduction. Figure 6.1 shows the standard geometry for the Stefan problem where the PCM is semi-infinite and initially (at \( t = 0 \)) solid at its melting temperature \( T_m \) [63, 96]. The wall temperature \( T_w \) is raised to \( T_w > T_m \) for melting the PCM in a linear fashion starting at \( x = 0 \). The melting front moves forward in the \( x \)-direction as time increases.

Figure 6.1: Schematic of the 1-D Stefan problem of solid-liquid phase change [63, 96]

According to the Stefan condition, the solution for the transient temperature distribution in the liquid is given by Eq. (23) [63, 96].
\[
\frac{T_l(x, t) - T_w}{T_m - T_w} = \frac{\text{erf}(x/2\sqrt{\alpha_l t})}{\text{erf}(\lambda)}
\]  

(23)

where, \(\alpha_l = k_l/\rho_l c_{p,l}\) is the thermal diffusivity of the liquid PCM and \(\lambda\) is obtained from the interfacial melt-front equation [96] as follows

\[
\lambda e^{x^2} \text{erf}(\lambda) = \frac{Ste}{\sqrt{\pi}}
\]

(24)

The Stefan number, \(Ste\) is defined as

\[
Ste = \frac{c_{p,l}(T_w - T_m)}{L_f}
\]

(25)

The position of the melting front, measured from \(x = 0\), is given by

\[
s(t) = 2\lambda \sqrt{\alpha_l t}
\]

(26)

The validation of the Fluent result is conducted by predicting the motion of the liquid-solid interface during the melting of pure Ti. The parameters shown in Table 6.1 are used during the ANSYS Fluent simulation.

**Table 6.1: List of the simulation parameters for Ti melting [63]**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of liquid Ti, (\rho_l) (kg/m(^3))</td>
<td>4500</td>
</tr>
<tr>
<td>Specific heat capacity of liquid Ti, (c_{p,l}) (J/kg-K)</td>
<td>528</td>
</tr>
<tr>
<td>Effective viscosity, (\mu) (kg/m-s)</td>
<td>4.3e-3</td>
</tr>
<tr>
<td>Thermal conductivity of liquid Ti, (k_l) (W/m-K)</td>
<td>17</td>
</tr>
<tr>
<td>Latent heat of fusion, (L_f) (kJ/kg)</td>
<td>435.4</td>
</tr>
<tr>
<td>Melting temperature, (T_m) (K)</td>
<td>1923</td>
</tr>
<tr>
<td>Wall temperature, (T_w) (K)</td>
<td>2073</td>
</tr>
<tr>
<td>Solidus temperature, (T_s) (K)</td>
<td>1923</td>
</tr>
<tr>
<td>Liquidus temperature, (T_l) (K)</td>
<td>1943</td>
</tr>
</tbody>
</table>
The simulation results of the change in interface position with respect to time during the melting of Ti show a good agreement with the analytical results. The liquid fraction contours obtained from the simulation at \( t = 0.37 \) s and \( t = 1.8 \) s are shown in Fig. 6.2.

![Liquid Fraction Contours](image)

Figure 6.2: Contour plots for liquid fraction in melting of pure Ti at two different times

Figure 6.3 shows the comparison between the analytical and simulation results for the melt front position with respect to time at \( x = 1 \) mm.

![Melt Front Position](image)

Figure 6.3: Change in melt front position with respect to time for melting of pure Ti
Results for temperature distribution also show a good match between the analytical and simulation results. At \( x = 1 \text{ mm} \), the comparison between the analytical and simulation results for centerline temperature at three different times is shown in Table 6.2.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Analytical</th>
<th>Numerical</th>
<th>Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1936.97</td>
<td>1940.50</td>
<td>0.182</td>
</tr>
<tr>
<td>1.0</td>
<td>1975.70</td>
<td>1979.45</td>
<td>0.189</td>
</tr>
<tr>
<td>10</td>
<td>2041.91</td>
<td>2048.07</td>
<td>0.300</td>
</tr>
</tbody>
</table>

### 6.2 Experimental Validation for the SLM Model

The SLM modeling results for melt-pool geometry are compared with the SLM experimental results. A piece of polished solid Ti-6Al-4V disk, having dimensions of 12.7 mm diameter and 2 mm thickness, is used as the target material in the custom YLR laser system. Setting a laser power of 200 W and considering a spot size of 58 \( \mu \text{m} \), four single laser scans are performed on the disk under argon environment with scanning speeds of 100 mm/s, 300 mm/s, 750 mm/s, and 1000 mm/s, respectively, as shown in Fig. 6.4.

![Figure 6.4: Solid Ti-6Al-4V disk specimen after laser scanning](image)
After laser scanning, the Ti-6Al-4V disk is cut using low speed saw, grinded successively with SiC papers, polished with the MetaDi™ Supreme polycrystalline diamond suspension (1 μm), rinsed ultrasonically in acetone, ethanol, and deionized water, and finally etched with the Kroll’s reagent to reveal the cross-section of the laser scanning tracks. The microstructures of the cross-section areas are examined by a Quanta™ 3D Dual Beam™ FEG FIB-SEM scanning electron microscope (SEM) with an accelerating voltage of 20 kV. Figure 6.5 shows the SEM images of the cross-section where the melt-pool size decreased with the increase in the scanning speed.

Figure 6.5: SEM images of the cross-sections of the single tracks on the solid Ti-6Al-4V specimen with different laser scanning speeds – (a) 100 mm/s, (b) 300 mm/s, (c) 750 mm/s, and (d) 1000 mm/s. The white lines indicate the boundary between heat-affected zone and the substrate, while the red dashed line shows the boundary of melt zone and the heat-affected zone.

The laser scanning tracks all bulge to some extent, indicating the significant surface tension effect. The melt-pool shape for 1000 mm/s appeared inconsistent with the other shapes because of
the Marangoni force and recoil pressure [97–99] in the melt pool during the laser scanning and cooling at a fast rate.

For the demonstration purpose, the laser melting case of 100 mm/s scanning speed is chosen to represent the comparison between the experimental and the simulated results. This is the most extreme case in terms of energy density and forms the largest melt pool among the four conditions. The powder layer of the SLM model is converted to solid to run the simulations. A mesh convergence study is conducted for the structured mesh of the 3-D domain of the modified SLM model when the beam spot size is 58 µm, scanning speed is 100 mm/s, and the effective power is 200 W. The temperature at location \((x, y, z) = (0, 6 \text{ mm}, 0.02 \text{ mm})\) is monitored for several different mesh densities at \(t = 0.04 \text{ s}\). The value of the maximum temperature inside the melt pool converges to 3279 K with the increase of the number of nodes in the domain. Figure 6.6 depicts the results for the mesh convergence study where the temperature at the fixed point remains unchanged after 201,089 nodes corresponding to 190,512 hexahedral cells. Results for the melt-pool geometry are obtained for the converged mesh.

![Figure 6.6: Mesh convergence plot for the modified SLM model considering the variation of melt-pool temperature with the increase of degrees of freedom at \(y = 6 \text{ mm}\), and \(t = 0.04 \text{ s}\)](image)
The contour plots for temperature and liquid fraction from the CFD simulation are compared with the selective laser melted solid specimen’s microstructure. Figure 6.7 depicts the comparison between the experimental and numerical results for 492.61 J/mm³ energy density and a laser interaction time of 580 μs. These are calculated for a scanning speed of 100 mm/s with a beam power of 200 W and a spot size of 58 µm. The bulge in the top surface in the SEM image is caused because of the surface tension and recoil pressure in the melt zone. Since the modeling domain is fixed with a continuum material, the top surface remains flat in the numerical model. However, the total area of the melt zone in the SEM image resembles the area of the liquid fraction contour obtained from the numerical simulation which gives a good prediction about the volume of the melt pool.

Figure 6.7: Comparison of the experimental results for 100 mm/s scanning speed with the modeling results at y = 6 mm, and t = 0.04 s, showing (a) the SEM image of the microstructure, (b) the temperature contour, and (c) the liquid fraction contour
Simulation results for the maximum melt-pool width and depth obtained at $y = 6 \text{ mm}$ and $t = 0.04 \text{ s}$ show a good agreement with the experimental results for the case of $492.61 \text{ J/mm}^3$ energy density and a laser interaction time of $580 \mu\text{s}$ (with $100 \text{ mm/s}$ scanning speed). The change in microstructure in the cross-section of the test specimen is examined by the SEM to measure the maximum width and depth of the melt pool. Table 6.3 represents the comparative study for the maximum melt-pool width and depth, where $3.33 \%$ deviation is found for width and $10.15 \%$ deviation is recorded for the depth of the melt pool [65].

<table>
<thead>
<tr>
<th>Parameters at 200 W and 100 mm/s</th>
<th>Experimental result</th>
<th>Simulation result</th>
<th>Deviation %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width ($\mu\text{m}$)</td>
<td>377</td>
<td>390</td>
<td>3.33</td>
</tr>
<tr>
<td>Depth ($\mu\text{m}$)</td>
<td>345</td>
<td>310</td>
<td>10.15</td>
</tr>
</tbody>
</table>

### 6.3 Experimental Validation for the EBAM Model

The numerical results for melt-pool geometry of the EBAM model are validated by comparing with experimental results. The experimental procedure for EBAM conducted by Jamshidinia et al. [58] with Ti-6Al-4V is followed to validate the proposed multiphysics model. Jamshidinia et al. [58] compared the results for the variation of average melt pool width and depth with the change in scanning speed. Using a constant electron beam diameter of $0.4 \text{ mm}$, beam current of $14 \text{ mA}$, and voltage of $60 \text{ kV}$, they applied three levels of scanning speed namely, $100 \text{ mm/s}$, $300 \text{ mm/s}$, and $500 \text{ mm/s}$ to measure the average melt-pool width and depth. They found that the differences between their modeling results and experimental results ranged from $-3.5 \%$ to $+3 \%$ for the melt-pool width, and from $+2.1 \%$ to $+3.5 \%$ for the melt-pool depth. Following a similar approach, the simulation results for melt-pool geometry obtained from
the proposed multiphysics model with the converged mesh having 190,040 hexahedral cells with 200,889 nodes provide a good agreement with the experimental results presented by Jamshidinia et al. [58]. The comparison gives a maximum deviation of 3.73 %, which indicates a good accuracy to predict the thermal properties using the model. The validation of the proposed multiphysics EBAM model is illustrated in Fig. 6.8.

![Graphs showing EBAM model validation](a) Melt pool width vs. scanning speed (mm/s) (b) Melt pool depth vs. scanning speed (mm/s)

Figure 6.8: EBAM model validation by comparing the numerical results for (a) melt-pool width versus scanning speed, and (b) melt-pool depth versus scanning speed with the EBAM experimental results [58, 63]

### 6.4 Validation with a Lid Driven Cavity Problem

As a benchmark case for studying the numerical methods to solve the Navier-Stokes equations, driven cavity flow is used extensively by many researchers [100–103]. In most cases, the problem is dealt with considering a cavity with a stationary side and bottom walls where the top surface (lid) is moved at a uniform velocity. Assuming incompressible flow inside the cavity, numerous investigations have been done [100–103] with low Mach numbers and variable Reynolds numbers to solve the problem. This study of incompressible flow has been the benchmark for years with widespread applications for researchers including the study of channel flows, cavity flows, and low and high Mach number laminar compressible flows.
A 2-D square cavity having dimensions of 25.4 mm × 25.4 mm is considered to investigate the development of circulation pattern for the compressible flow of ideal gas inside it due to the motion of the lid. The simulations are carried out in the CFD solver of ANSYS Fluent. Figure 6.9 shows the physical domain and comparison between the benchmark [100] and Fluent results for the velocity streamline inside the cavity for a lid velocity of 0.23 m/s (i.e., Re = 400).

Figure 6.9: (a) Physical domain of the square cavity, (b) velocity streamline for the benchmark case at Re = 400, and (c) velocity streamline obtained from Fluent simulation at Re = 400
The side walls and the bottom wall of the cavity are assumed to be stationary and the top surface (lid) is moved with a uniform translational velocity in horizontal direction. The cavity is filled with compressible ideal gas having a Prandtl number of 1 and Mach number of 0.05. Numerical experiments are carried out to simulate the development of shear driven circulation patterns inside the cavity for various Reynolds numbers (Re = 400 to 3200). The results for velocity distribution and vorticity are obtained for both steady and unsteady conditions. The results indicate that a primary circulation is formed at the center of the cavity with secondary circulation patterns developing at the bottom corner of the cavity.

The Fluent results for $u$ and $v$ velocities along the normalized vertical length and the normalized horizontal length, respectively, for Re = 1000 and a lid velocity of 0.575 m/s show very good agreement with the benchmark results established by Ghia et al. [100]. Figure 6.10 shows the comparison between the Fluent results and benchmark results for the normalized $u$ and $v$ velocities inside the cavity [104].

![Figure 6.10: Comparison of Fluent results with the benchmark case for (a) normalized $u$, and (b) normalized $v$ velocities](image)
Chapter 7

Conclusions

7.1 Concluding Remarks

A transient three-dimensional (3-D) computational fluid dynamics (CFD) model with Ti-6Al-4V powder-bed is developed and validated experimentally and analytically to investigate the thermo-fluid properties of a Ti-6Al-4V in the powder-bed fusion (PBF) process. The comparison between the selective laser melting (SLM) and electron beam additive manufacturing (EBAM) processes is outlined by studying the laser-material and electron beam-material interactions under similar irradiation conditions. The information obtained from the modeling results provides a guide to control the process parameters for obtaining desired properties of the build part with a detailed understanding of the thermal history and melt-pool dynamics. Numerical simulation of the thermal behavior and melt-pool evolution as a result of the interaction between the moving heat source and powder zone is the foundation for obtaining feedback of laser or electron beam processing parameters in the PBF process. The residual stress analyses of the build part and shape optimization of the melt zone also depend on the thermal history and melt-pool evolution along the melt scan. Therefore, the objective of the study is to characterize the process parameters of both SLM and EBAM and compare the melt-pool geometries, temperature distributions, and thermal properties along the melt scan under the same irradiation condition. Both the laser and electron beams are designed as a Gaussian moving heat source. The heat source specifications and temperature-dependent parameters are assigned as user-defined functions in the CFD modeling. The 3-D geometry of the melt pool is identified, and the correlation between the size of the melt pool with various beam specifications is outlined. The following conclusions can be drawn based on the comparative study.
• From the simulations, it is found that the liquid domain cools down in 0.008 s for EBAM. On the other hand, the melt pool cools down in 0.0045 s in the SLM process, which is faster than EBAM. The additional heat transfer due to convection on the top surface in SLM makes the cooling process faster, although radiation is present in both cases. The same maximum temperature of 2578 K is obtained by considering an irradiance level of 26 J/mm³ and an interaction time of 1.212 ms for both the SLM and EBAM models.

• At the same scanning speed and beam spot size, the depth of the melt pool in EBAM is higher than that in SLM. The lack of penetration of laser causes shallow melt-pool depth in SLM. Although the length and depth are significantly different, the width of the melt pool is almost the same in both SLM and EBAM for similar operating conditions.

• The melt-pool volume is larger in EBAM than that in SLM. The preheating and the vacuum help obtain a larger volume of melt pool in EBAM than that in SLM. At a given scanning speed, the melt-pool volume increases as the power of the heat source increases. If the scanning speed increases at constant power, the melt-pool volume decreases.

• Due to the consistency of the comparison, a fixed powder porosity level of 50% is considered. However, if the powder porosity is increased, the maximum temperature in the melt pool becomes higher due to the lower density of powder. This eventually makes the cooling rate slower than in the current cases.

• Due to greater convection, the melt-pool velocity in SLM is higher than that in EBAM. The Marangoni convection affects the mass and heat transfer within the melt-pool and eventually, the melt-pool geometry. The wide and shallow shape of the melt pool is due to the presence of the Marangoni effect. The fluid flow is laminar in both cases and values of the Reynolds number and Mach number are very low.
• A customized ytterbium fiber laser system is applied to perform the laser melting experiments. Microstructures of the melt zone and heat-affected zone are studied with scanning electron microscope (SEM) images and the melt-pool geometry is compared with the numerical results to validate the CFD model. The numerical results for melt-pool geometry show a good agreement with the experimental results.

• A comparative study, differentiating the effects of the laser and electron beams under similar irradiation conditions, provides a thorough understanding of the physics involved in the two processes. The study facilitates the design for correct experiments prior to the actual production by giving room to optimize the process parameters and control the energy transfers in the SLM and EBAM processes.

The thermo-fluid model presented in this study characterizes the thermal behavior and dynamics of the melt-pool in the SLM and EBAM processes and can incorporate various materials and operating conditions for further analyses of the powder-bed fusion process. The numerical simulation and experimental analysis of temperature history and melt-pool dynamics provide useful guidance for choosing the appropriate processing parameters to establish a feasible operating condition during the PBF process. A comprehensive study on the comparison between SLM and EBAM processes can establish a standard to choose the appropriate technique in the fusion-based additive manufacturing industry.

7.2 Proposed Future Work

Several modifications can be done in the thermal modeling of the 3-D configuration in order to extend the scope of the study. The possible modifications and future works are provided below.
1. 3-D simulations can be carried out with various powder-porosity levels (i.e., various packing densities) to investigate the effect of changing porosity on the heat transfer phenomena and melt-pool dynamics. Besides, multiple scans can be considered to see the effect of the hatching spaces on the melt pool.

2. Instead of Ti alloy, the model can be applied for other metals and alloys (e.g., Cu alloys) suitable for the PBF process. The user-defined function (UDF) needs to be updated based on the material to be selected.

3. A volume-of-fluid (VOF) model can be developed keeping a vacuum or a convective medium at the top of the domain to investigate the surface formation and roughness properties of the PBF process.

4. A numerical code using finite element or finite volume method can be developed based on the governing equations of the process to study the temperature-dependent properties. Results generated from the commercially available software can be compared with the in-house numerical code for checking the accuracy.

5. Electron beam melting experiments can be conducted using Ti-6Al-4V specimens or other materials of interest for the experimental validation of the results obtained from the EBAM model.

6. A machine learning approach based on the regression analysis (both linear and logistic) can be developed with the experimental data to optimize the processing parameters and find out the dominant factors affecting the thermal history and melt-pool evolution in the PBF process.
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