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Abstract

Noncoding RNAs (ncRNAs) play a significant role in several fundamental biological processes
by binding to RNA-binding proteins (RBPs); hence, it is necessary to study ncRNA-protein
interaction (RPI). Several classic and deep-learning machine learning models have been pro-
posed to predict RPI. These models first need to collect features of RNA and protein, such
as physicochemical properties, secondary and tertiary structure, et cetera, before feeding
them into the model. More recently, after the advancement of high throughput sequenc-
ing and the improvement in Natural Language Processing (NLP), transformer models like
BERT-RBP and Evolutionary Scaling Model (ESM) can be trained to automatically extract
feature representations, containing both low and high-level information, from RNA and pro-
tein sequences directly. This method could make manual feature collection optional. Hence,
in this study, we compare the performance of such language-based features against manually

created features to predict the interaction probability between a protein and an RNA.
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Chapter 1

Introduction

Deoxy-ribonucelic acid (DNA), ribonucleic acid (RNA), and protein are the fundamental
biomolecules in all living things. When they are in perfect harmony, they provide structure
and function to organisms made of single cells to the ones made of millions of cells. On
the other hand, when there is a disruption in the check and balance of these biomolecules,
several maladies like cancer, obesity, genetic disorders, Alzheimer’s disease, and so on can
affect the organism. Many of the functions of these biomolecules depend on the synergy
between them. For instance, transcription factors (TFs) bind to DNA to control the rate
of transcription of a gene from DNA to RNA. Hence, several biological and computational
methods have been developed to investigate the identity and the effects of the interaction
between these molecules. After the proliferation of sequence data from the advancement in
high throughput sequencing technologies, computational methods have been coming forward

as a crucial contributor in this field.

One focus of such computational methods is to predict if an RNA and a protein molecule
interact with each other. These methods differ from each other on two aspects: a) Input
Features: These methods use different combinations of features like primary sequence con-
joint triads, secondary structure, physicochemical properties, tertiary structures, et cetera

as input. These features are curated from experimental data, created manually, or collected



from another predictive model. b) Training Model: These methods use several machine
learning models, ranging from classical and deep-learning methods.

More recently, two transformer models: ESM-1b and BERT-RBP can be trained on a
huge sequence data of proteins and polynucleotides to learn their underlying features. These
models treat the sequences as a language to encode the hidden features into a representation
matrix. This representation could be used as an input feature in an RPI prediction model.
In this thesis, we test the performance of automatic features from ESM-1b and BERT-RBP
models to predict the interaction between noncoding RNA and protein. We test this with
the performance of improved CTF from primary sequence and secondary structures. For the
training model, we used a state-of-the-art model in RPI prediction. Using representation
learning for feature generation provides similar performance in the task of RPI prediction.
The use of such automatically generated features can simplify RPI prediction and other
analyses of biosequences.

The organization of the thesis follows as mentioned here. Chapter 2 provides fundamental
information about the biological significance of the interaction between RNA and protein
and provides a literature review of biological and computational methods used in the RPI
study. It also explains representation learning, Transformer, and machine learning models
needed to understand the thesis thoroughly. Chapter 3 provides a comprehensive review
of the datasets, details performance metrics, and explains how features are generated and
models are designed. In chapter 4, we provide results from the study and discuss their
implications. The thesis concludes with conclusive remarks on the use of language models

in RPI prediction and provides insights into future works and improvements.



Chapter 2

Literature Review

This section provides information about previous works that have been done in the field of
RNA-protein interaction prediction models. While doing so, it also provides the biological
background for the significance of the interactions between biomolecules and develops the
motivation for this study. The section reviews natural language models that are paramount

in comprehending this thesis.

2.1 Significance of RNA Protein Interaction

The biological essence of living beings is founded upon a very delicate balance between
several biomolecules, including nucleic acids and proteins. According to the central dogma
of molecular biology, DNA, also considered the blueprint of life [12], stores the genetic code;
DNAs are transcribed to messenger RNA (mRNA), and subsequently, mRNAs are translated
to proteins [9] (Figure 2.1). Proteins are the eventual expressions of the genetic codes, and
they provide structure and function to different cells and living organisms as a whole [26].
Akin to the Chinese philosophy of yin and yang, these biomolecules affect each other’s life
cycle through both positive and negative feedback mechanisms [38]. As an example of DNA-
Protein interaction, transcription factors (TFs), a group of proteins, bind to DNA at their

regulatory regions like promoters, enhancers, and inhibitors, thereby regulating the rate of

3



transcription. Proteins can also bind to mRNAs and determine the mRNAs’ fate through
splicing, localization, transport and/or degradation [16, 30]. Similarly, proteins can bind to

other proteins to modulate each other’s activity.

85

Figure 2.1: Central Dogma of Molecular Biology. From left to right: DNA stores the
genetic code. DNA is transcribed to mRNA. mRNA translates to proteins.

In this thesis, our focus is on ncRNA-Protein interaction. There are two types of RNA:
coding (mRNA) and noncoding (ncRNA). mRNAs are coding RNAs that get translated to
proteins. They constitute only about 1-2 % of the total RNA content in mammals [7, 23,
15, 17]. As mentioned before, proteins bind to these mRNAs and determine the fate of
the mRNASs’ translation through splicing, localization, transport and/or degradation [16,
30]. The remaining large proportion of RNAs called noncoding RNAs (ncRNAs), bind with
RNA-binding proteins (RBPs) to form a complex and regulate the expression of other DNAs
and RNAs. They are important in several biological processes like embryonic development
[3, 19], immune response [1], and cell cycle regulation [21], and are also implicated in several
types of cancers [34]. Owing to their very large proportion and their contribution to a vast
majority of regulatory mechanisms in living cells, it is very important that the interaction

between these ncRNA and protein pairs is studied.



2.2 Proteins and RNAs

2.2.1 RNA

RNAs, a polynucleotide, is a chain of 4 nucleotides (adenine, uracil, guanine, and cytosine) in
different combinations. Adenine has a propensity to hydrogen bond with uracil, and guanine
has a propensity to hydrogen bond with guanine. As a result, a chain of RNA sequences can
fold onto itself to form a secondary structure. Figure 2.2 represents the primary sequence
of an RNA molecule and its predicted secondary structure. These secondary structures form
naturally, and it can be seen how the protruding structures on the outside, rather than the

nucleotides in the inner region, can be more available to bind to other molecules.

GGGCUAUUAGCUCAGUUGGUUAG
AGCGCACCCCUGAUAAGGGUGAGG
UCGCUGAUUCGAAUUCAGCAUAG
CCCA

Figure 2.2: Ribonucleic Acids (RNA) Left: Primary sequence of RNA. Right:
Secondary structure of RNA. The strength of base pairs is represented on a blue-red scale.

2.2.2 Proteins

Protein, a polypeptide, is a chain of 20 different types of amino acids in different combi-
nations. Although there are 20 amino acids, they can be classified into simple groups like
polar, positively charged, negatively charged, hydrophobic, aromatic, and others. Because

of hydrogen bondings, disulfide bridges, van der Waal’s forces, hydrophobic interaction and



ionic bonding, a polypeptide can fold onto itself to create a secondary structure and then its
signature tertiary structure. Like RNA, some amino acid residues are hidden inside while
some are exposed outside to interact with the environment. Figure 2.3 shows the primary
structure of the TIALI protein and a part of its tertiary structure. We can also see the

protein (green) interacting with an RNA molecule (orange).

10 20 30 40 50 60 10 80
MCTEHTSHOP YCFVEEYEER DAARALAAMN GRKILGREVE VHWATTPSSQ REDTSNHFHV FWGDLSPEIT TEDIXSAFAP

90 100 110 120 130
FGKISDARVV KDXATGKSKG YGEVSFYNEL DRENAIVEMG GOWLGGROIR TN

Figure 2.3: Proteins Left: Primary sequence of TIAL1 protein. Right: Tertiary structure of
the protein sequence. The protein is shown to interact with nucleotides (orange) from an
RNA molecule.

2.3 Current methods of RPI prediction

RNA-protein interaction pairs can be found experimentally using biochemical methods or

can be predicted using computational models.

2.3.1 Non-computational methods

Several experimental methods have been developed to study the physical interaction between
proteins and RNA in their native forms. These methods generally try to extract proteins
bound to the RNA molecules (RNA-centric methods) or RNAs bound to a protein/ protein

complex (protein-centric methods). Furthermore, these methods can be carried out in vivo,
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where the protein-RNA complexes in cells are cross-linked and further studied, or they can
be carried out in vitro, where the proteins and RNAs of interest are allowed to bind together
in a test tube or an array. Searching RPIs using such experimental techniques is a very
expensive and tedious process and requires a lot of technical expertise on behalf of the
researcher [27, 20, 37]. Although the biological methods of finding RNA-protein interaction
pairs are long and tedious, different databases, including The Protein Data Bank (PDB),
Protein-RNA Interface Database (PRIDB) and NPInter have been built upon the results
from these experiments. Benchmark datasets curated from these databases are used to train

and test the performance of computational methods.

2.3.2 Computational methods

To mitigate the drawbacks of experimental methods, several computational methods for RPI
prediction have been proposed. With the advancement in high-throughput sequencing, there
has been a rapid proliferation of sequence data of the biomolecules (DNA/RNA /Protein) [10].
These sequence data hold a lot of information about the biomolecules themselves; however
they are not easily analyzed. Several computational methods have been proposed to tackle
this issue. This section provides a review of such methods.

Muppirala et al. proposed RPISeq, which uses conjoint triad feature (CTF) vectors,
previously used successfully in protein-protein interaction prediction [29], from protein and
RNA sequences and feeds them to a random forest (RF) or support vector machine (SVM)
classifier [24]. Belluci et al. put forward catRAPID, that uses physiochemical properties of
protein and long noncoding RNAs (IncRNAs), including their secondary structure, hydrogen
bonding and van der Waal’s propensities [4, 2]. Wang et al. used similar features to Muppi-
rala et al. but used Naive Bayes (NB) and Extended Naive Bayes (ENB) as classifiers [35].
Lu et al. proposed IncPro, which used similar input features as Belluci et al. but used a fisher
linear discriminant approach for classification [22]. Suresh et al. forwarded RPI-Pred, which

combines both primary sequence and tertiary structure features in the input vector and uses



SVM for classification [31]. Pan et al. proposed a deep learning model called TPMiner,
which uses a stacked auto-encoder to extract primary sequence features from 3-mers RNA
and 4-mers protein; this input vector is fed into an RF classifier and optimized by logistic
regression (LR)-based ensemble model [25]. Similarly, Dai et al. proposed a novel method
called complex features generated by non-linear transformation (CFRP) to extract features
from the k-mers of RNA and protein and used RF to reduce feature dimension and perform
prediction [11]. Wang et al. used a deep convolutional neural network to extract features
and fed them to an extreme learning machine (ELM) for classification. Similarly, Cheng
et al. stacked SVM, RF, and CNN to extract features and classify them from the primary
sequences of RNA and protein [8]. Peng et al. proposed RPITER, which uses a hierarchical
deep learning framework that uses an improved CTF coding method from primary sequence
and structure information. Recently Wang et al. proposed a deep learning network called
EDLMFC, that uses CNN-BLSTM-FC model on input vectors of improved CTF features
from primary sequence, secondary and tertiary structure [33]. The main source of features
for all these methods has been the database of primary, secondary, and tertiary structures of
proteins and/or RNAs or some other predictive models. Having the secondary and tertiary
structure for all the biomolecules is especially challenging because the experiments to cap-
ture these properties are very tedious and expensive. Similarly, other models that predict
secondary and tertiary structures are not foolproof. Hence, some other methods of feature

generation could be helpful.

2.4 Natural Language vs. Sequence data

With the advancement in NLP, there has been an increasing interest in bio-sequences because
of their similarities with natural language. Natural language consists of alphabets, words,
and is governed by grammatical and semantic rules. Similarly, sequences can be considered

as made of smaller components. For instance, an mRNA sequence is made of four nucleotides



UTR Coding region UTR
5m’G| | AUG | LAUG.. |AAAAAAJ

Figure 2.4: Structure of mRNA: An mRNA is read from 5’ end to 3’ end. Both on the
left and right, there are untranslated regions (UTRs). The 3" end of mRNA contains a
chain of As. Only the coding region in the middle gets translated to a protein. Translation
starts when the ’AUG’ code is read in the coding region.

(A, G, C and U); each mRNA sequence is just a stream of these four characters. We can also
convert the sequence to conjoint k-mers (explained in detail in Methods) and treat them
as words. These sequences can also be said to follow grammatical and semantic rules. We
will take an example of an mRNA molecule (Figure 2.4). The mRNA in the figure is made
of only As, Gs, Cs, and Us; however, there is a structure to it. The sequence always starts
with an untranslated region (UTR) on the left, a coding region in the middle and a UTR
on the right. Only the coding region gets translated to a protein sequence. Similarly, the
pattern of these nucleotides conveys their meanings. "AUG’ at the beginning of the coding
region always signals the end of translation; anywhere outside the coding region, it does
not translate to any amino acid. Also, the poly-adenylated tail (chain of As in the 3’ end)
provides binding signals to transporting proteins that move the mRNA from the nucleus to

the cytoplasm.

| brought her a rose.

He rose from the dead

Figure 2.5: Context of words: The meaning of the word ’rose’ changes based on the
context of words surrounding it.

Furthermore, the meanings of words in natural language depend on the context of the
surrounding words. This gives rise to polysemy, where the same words can have different

meanings depending on their context. Let’s take an example of two sentences in Figure 2.5.



The word 'rose’ in the first sentence means a literal flower whereas it means the act of getting
up in the second sentence. Similarly, RNA codons (nucleotide triplets) can hold a different
meaning in different places. While ’AUG’ could mean nothing in UTR regions of mRNA,
its presence in the coding region denotes the start of protein translation from the mRNA

(Figure 2.4.

My puppy loves to run around the fence. He is a goofball.

Figure 2.6: Distal relationship: Although "my puppy” and "he” are parts of different
sentences, both point to the same animal.

Moreover, words in natural language influence other words that are very far from them-
selves. For instance, he in Figure 2.6 refers to the puppy, although it is far away from it.
Similarly, we can see nucleotides at extreme ends interacting with each other in the secondary
structure of an RNA (Figure 2.2), and thus influencing each other.

With these parallelisms between natural language and biosequences, it can be argued
that they have at least a few features in common, if not most. Hence, there has been an

interest in using language models in sequence analysis.

2.5 Representation Learning

Representation learning is a very important class of machine learning method that is used to
learn the underlying characteristics of raw data and present the findings in an n-dimensional
vector space. It allows the system to create representations that can be used for feature
detection or any other classification tasks. We can take an example of colors to explain what
the representation looks like (Figure 2.7). In a 3D space where each axis represents red,
blue, and green, we can create a 3D vector to represent a color of any choice. Since color is an
abstract concept, it is very advantageous to represent it as a feature vector. The fundamental

properties of the colors are available in such feature vectors. Using representation learning
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(2]

o
s [

Figure 2.7: Representing colors in a 3D space. All colors can be represented as a
vector in 3 dimensions.

methods, these vectors are created automatically without human intervention. Thus, it
reduces the amount of domain-specific feature engineering. For instance, let’s assume we are
developing a machine learning model to identify different types of birds from their images.
We may consult and ornithologist and create a model/method to extract a few features like
feather color, beak length, leg size, wingspan, et cetera. Deciding on these features can be a
grueling process; Even so, we cannot be sure that we have all the features. However, if we
let a representation learning model learn features itself, it can look at each pixel and find
the features that it calculates are important for the distinction between birds. This method
simplifies the feature engineering process.

Similarly, representation learning can also be used to decompose natural language (or
biosequence) into underlying features. Representation learning in NLP can be used to create
a real-time vector, called a distributed vector, from the raw data like words or characters
[5]. Such representation vectors preserve the semantic relationship between different words.
In other words, terms that are like each other or have some relationships are represented
closer together, and the ones that are different in meaning with no relationships are very far

apart in the vector space. For example, in a 3D vector space created with representation

11



learning for 10,000 words (Figure 2.8), words related to religion/societal structures will get
grouped close together. Representation learning can also be used in sequence data to learn
the underlying properties of the biosequences. We discuss some models that can produce a

representation matrix from the sequence input.

,', ..--electrlc;al |
.o.m °
‘algebralc -msulm -z.fuel ."I’ ".)

o IIr;e'ar'd'lgltal o 1;',.
® R X" 'S‘I' e
. :b|0|0'gy AL ;.,Q,P'

Iog|c, N ,functlonal @d«tl X

o

hegel .~ ,.-V@L.ue&...,«,,w |

dai’ s feleased

‘.’ ..

Glong Club .y

charles Killed

Figure 2.8: Example of representation learning using word2vec. Ten thousand
words were represented using word2vec in a 3 dimension. Similar words related to religion
and politics cluster together on the bottom left. Words related to some games are clustered
on the top-right.
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2.5.1 Transformers

The Transformer is a deep learning model used in NLP that uses encoder-decoder architecture
with self-attention mechanism. Transformer architecture is shown in Figure 2.9. The
encoder on the left is made of a stack of identical layers. Each layer consist of two sublayers:
multi-head self-attention and a fully-connected feed-forward network. After each sublayer,
there is a layer normalization to the sum of residual from the previous sublayer and the
output from the current sublayer.

Output
Probabilities
A

[ Softmax J
A

[ Linear

A

([ Add&Norm  J& )

1
Feed
— 1 Forward
9[ Add&Norm

)]
[ Fclcd ] [ Add&Norm ]é

Forward .
Attention

[ Multi-Head ]
;l Add&Norm I AN N
Mult-Head ] l——J——

Attention [ Add&Norm &
\_L uu\ w M;]:‘;ked
o Multi-Head
Positional e
Encoding ? Attention
) S
Input L -/
Embedding Positional
G Encoding
0 X
Input Output
Embedding

Output
(shifted right)

Figure 2.9: ”The Transformer-model architecture,” by Yuening Jia, licensed under
CC BY 3.0. Source: Attention mechanism in machine translation [14].

The decoder architecture is made up of a stack of identical layers like in the encoder.
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Each layer consists of three sublayers, two similar to the encoder architecture; it also contains
a masked multi-head attention layer. After each sublayer, there is a layer normalization to
the sum of residual from the previous sublayer and the output from the current sublayer.
A Transformer can encode an input sequence into a representational vector matrix. First,
each word in an input sequence is converted to its vector embeddings. Since we are dealing
with the data sequence, each input point’s position needs to be preserved. This is done by
injecting positional encoding into the input embedding matrix. This then feeds into a multi-
head self-attention layer where the relationship matrix is created for each position against
the other matrix. This self-attention mechanism makes the Transformer model better than
other sequential models like RNN (Recurrent Neural Network) and LSTM (Long Short Term
Memory). Because of the self-attention mechanism, transformers can remember data points
very far away, so they don’t lose information. It is also very easy to traverse in both directions
of the sequence. This is very important in learning features in language and sequence models,
especially when the words very far away can affect the given word, like in RNA and protein
sequences. The encoder layer by itself is enough to generate representations of sequences.
In the decoder layer, the output sequence is converted to a vector of output embedding,
and positional encoding is injected into it. Then, the masked multi-head attention layer
calculates attention among each position, but the representations are masked from every
position except the ones we are trying to use for prediction; as a result, the decoder does not
see what it is trying to predict. After this sublayer, it is very much like the encoder layer.
This sublayer’s output and the encoder’s output feed into the multi-head self-attention layer.

At the end of the decoder, a softmax function is used to make predictions [32].

2.5.2 DNABERT

DNABERT is a Bidirectional Encoder Representation from Transformers (BERT) based
model that was trained on the human reference genome to extract the underlying semantics

and context in the DNA sequence [13]. Its architecture is shown in Figure 2.10. The training
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dataset consisted of sequences that were 5 to 510 nucleotides long and were subsequently con-
verted to k-mers tokens ranging from 3-mers to 6-mers. During the pre-training, DNABERT
used masked language modeling by masking about 15 to 20 percent contiguous tokens and
letting the model to predict the masked sequence through self-supervised learning based on
the remaining available nucleotides. The pre-training model can be used to generate general

representations of the nucleotide sequences.

In the next steps, the pre-trained model was fine-tuned to very small task-specific labeled
data for prediction of promoters, splice sites, and transcription factor binding sites, and the
model achieved state-of-the-art or comparative performance. Upon further analysis using
DNABERT-viz, a tool to visualize the regions in input sequences that were contributing the
model decision, the model representations showed high attentions weights to the promoter
regions, splice cites and transcription factor binding sites in their respective tasks. Further-
more, the fine-tuned model was also shown to generalize in mouse model, underscoring the

generalizability of the model.

2.5.3 BERT-RBP

Considering only one nucleotide difference between DNA and RNA (thymine vs. uracil,
respectively), Yamada et al. modified the DNABERT model to predict if an RNA sequence
is protein-binding or not [36]. Its architecture is shown in Figure 2.11. This model, called
BERT-RBP, used the pre-trained model from DNABERT and fine-tuned them on positive
and negative samples of RNA sequences involved in interaction with proteins. This represen-
tation from this fine-tuned model extracted information about RNA transcript type (5’'UTR,
3’'UTR, intron, and CDS) and RNA secondary structure through attention analysis. Thus,

this model was a suitable candidate for extracting RNA features.
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2.5.4 ESM-1b

The Evolutionary Scaling Model (ESM-1b) is also a BERT-based model that was selected
from a series of BERT models called Evolutionary Scale Modeling (ESM). It was trained on
a very large corpus of amino acid sequences, specifically 86 billion amino acids across 250
million polypeptide sequences spanning evolutionary diversity [28]. In the pre-training, each
amino acid residue was treated as a word to create a model of 34-layers. The embedding from
this 34-layer model was able to capture the secondary and tertiary structure of the sequence
from just the primary sequence. It could also predict the remote homology and residue
to residue contact from this representation. Thus, this model was a suitable candidate for

extracting protein features.
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Figure 2.10: DNABERT Model Architecture by Ji Yanrong et al. Source: DNABERT:
pre-trained Bidirectional Encoder Representations from Transformers model for
DNA-language in genome [13].
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Figure 2.11: BERT-RBP Model Architecture, by Yamada et al., licensed under CC
BY 4.0. Source : Prediction of RNA-protein interactions using a nucleotide language model

[36].
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Chapter 3

Methodology

3.1 Benchmark Datasets

All datasets (Table 3.1) in this study were downloaded from https://github.com/Pengeace/
RPITER. RPI369, RPI488, RPI1807, and RPI2241 were extracted from Protein-RNA Inter-
face Database (PRIDB) [18] and the Protein Data Bank (PDB) [6]. The details about the

datasets are provided here.

Dataset Interaction Pairs | Non-Interaction | RNAs Proteins
Pairs

RPI369 369 0 332 338

RP1488 243 245 25 247

RPI1807 1807 1436 1078 3131

RPI2241 2241 0 841 2042

NPinter 10,412 0 4636 449

Table 3.1: Benchmark Datasets.

3.1.1 RPI2241

RPI2241 is a benchmark non-redundant dataset that consists of RNA-protein interacting
pairs extracted from PRIDB. PRIDB is a protein-RNA interface database calculated from

the protein-RNA complexes in PDB. Using an 8 A distance cutoff, RNA-proteins interacting
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pairs were extracted from the 943 RNA-protein complexes in PRIDB. The original 943 RNA-
protein complexes consisted of 9689 protein chains and 2074 RNA chains. RP12241 consisted
of 952 and 443 of these protein and RNA chains, respectively. In deriving these sequences,
these rules were used. The proteins must be at least 25 residues long. The RNAs must be
at least 15 nucleotides long. Two protein sequences were said redundant if they have >=
30% sequence identity. Similarly, two RNA sequences were said redundant if they have >=
30% sequence identity. They were discarded if the redundant protein chains interacted with
similar RNA sequences. Following the same logic, if two RNA sequences were redundant
and they interacted with similar protein sequences, they were discarded. As a result, the
RPI2241 dataset with 2241 positive pairs was created.

A balanced dataset with 2241 non-interacting RNA-protein pairs or negative pairs was
generated using these rules. First, RNA and proteins from 943 protein-RNA complexes in
PRIDB were randomly paired. If both the RNA and protein contain at least 30% similarity

with the positive pairs, they were discarded.

3.1.2 RPI369

About 40% of RNA-Protein complexes in PDB are made of ribosomal structures and since
the PRIDB database is derived from PDB, it is similarly biased. Thus, a subset of RP12241
which does not include these ribosomal proteins or ribosomal RNAs was created. This
dataset is called RPI369. It contains 338 protein chains and 332 RNA chains. Negative pairs

are generated as explained above.

3.1.3 RPI488

It is a benchmark non-redundant dataset that includes IncRNA-protein interaction pairs.
IncRNAs (long noncoding RNAs) have sizes greater than 200 nucleotides. The dataset
was created from 18 different IncRNA-Protein complexes in PDB. Using a 5.0 A distance

cutoff, IncRNA-proteins pairs were divided into positive and negative pairs. If the distance is
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smaller than the threshold of 5.0 A, the pairs are categorized as positive. Otherwise, they are
categorized as negative. This creates a redundant dataset. Redundant pairs were discarded
using the following rules. Two protein sequences were said redundant if they have >=
90% sequence identity. Similarly, two RNA sequences were said redundant if they have >=
90% sequence identity. If redundant protein chains interacted with similar RNA sequences,
they were discarded. Following the same logic, if two RNA sequences were redundant and
they interacted with similar protein sequences, they were discarded. As a result, a dataset
with 245 positive IncRNA-protein interaction pairs and 243 negative pairs was created. The

dataset contains 25 different protein chains and 247 different RNA chains.

3.1.4 RPI1807

RPI1807 dataset is a benchmark non-redundant dataset created from the Nucleic acid
Database (NDB) and Protein-RNA Interface Database (PRIDB). NDB contains RNA-protein
complexes, and PRIDB contains RNA-Protein atomic interfaces. Protein chains longer than
25 residues and RNA chains longer than 15 nucleotides were selected. Using a 3.40 A distance
cutoff, RNA-proteins interacting pairs were divided into positive and negative pairs. If the
distance is smaller than the threshold of 3.40 A, the pairs are categorized as positive. Oth-
erwise, they are categorized as negative. This creates a redundant dataset. Redundant pairs
were discarded using the following rules. Two protein sequences were said redundant if they
have >= 30% sequence identity. Similarly, two RNA sequences were said to be redundant
if they have >= 30% sequence identity. If redundant protein chains interacted with similar
RNA sequences, they were discarded. Following the same logic, if two RNA sequences were
redundant and they interacted with similar protein sequences, they were discarded. As a
result, 1807 positive RNA-protein interaction pairs and 1436 negative pairs were created.

The dataset contains 1807 different protein chains and 3131 different RNA chains.
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3.1.5 NPInter v2.0

The NPInter v2.0 dataset is a benchmark non-redundant dataset created from the NPIn-
ter database and new literature. These pairs have been experimentally verified rather than
depending on their distances in the complex. It contains all noncoding RNA-Protein in-
teractions except from rRNAs and tRNAs. The dataset is comprised of 10412 positive
RNA-protein interaction pairs. The dataset contains 449 different protein chains and 4636
different RNA chains.

A balanced dataset with 10412 non-interacting RNA-protein pairs or negative pairs was
generated using these rules. First, RNA and proteins in the positive samples were randomly
paired. If the RNA shared >= 80% similarity and the protein shared >= 40% similarity

with a positive ncRNA-Protein sample, this pair is discarded from the negative sample.

3.2 Model Architecture

RNA Features 8§

EDLMFC ==

Protein

Features

Figure 3.1: Simple Model Architecture. RNA features and protein features are fed into
a machine learning model. The model predicts whether the protein-RNA pair bind to each
other or not.

The overall architecture in all our experiments can be represented in Figure 3.1. First
RNA features and protein features are extracted in different ways. These features are passed

through a state-of-the-art EDLMFC model (Figure 3.2). First, each of the RNA and protein
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feature vectors are passed through a convolutional neural network and, subsequently, BLSTM
to produce new RNA and protein feature vectors, respectively. These features are then
concatenated and passed through a fully connected neural network. The final layer provides
the classification output by passing fully connected layers output to a softmax function. A

probability value of 0.5 or more represent positive interaction and a value of less than 0.5

RNA Feature Fully Connected
Vector Layer

i

Output
ConviD 4){ BLSTM H ‘H >
oo ) EDLMFC
Vector Model

VOGSt

represents non-interacting pairs.

ConviD —b{ BLSTM H

| RNA Features |

| Pro Features |

Figure 3.2: Full Model Architecture. A state-of-the-art EDLMFC model was used.

3.3 RPITER Feature Generation

RPITER RNA
Features

RPITER Protein Bl
Features

Figure 3.3: Baseline. RPITER features of RNA and protein were fed into the EDLMFC
model.
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For the baseline, we fed RPITER features into the EDLMFC model (Figure 3.3).
RPITER uses improved conjoint triad features (CTF) from the primary sequence and sec-

ondary structure of both RNA and proteins.

3.3.1 CTF

Instead of treating each residue in a sequence as an input, they can also be represented as
k-mers, as shown in Figure 3.4. A sliding window of size k is moved along the sequence
to produce a k-mers at each position of the sequence. As a result, the sequence of size n
produces n-k CTFs. The frequency of each possible CTFs is represented in a frequency
vector; this acts as an input feature. Most popularly, RNA and protein sequences have been

encoded into CTFs with k=4 and k=3, respectively.

GGGCUAUUAGAC
GGGCUAUUAGAC
GGGCUAUUAGAC
GGGCUAUUAGAC
GGGCUAUUAGAC
GGGCUAUUAGAC
GGGCUAUUAGAC
GGGCUAUUAGAC
GGGCUAUUAGAC
GGGCUAUUAGAC

GGG GGC GCU CUA UAU AUU UUA UAG AGA GAC

Figure 3.4: Conjoint Triad Features from RNA sequence. A sliding window of size 3
(red) moves along the sequence to produce the final CTF sequence.
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3.4 Feature Extraction

3.4.1 Improved CTF

Improved CTF adds to the concept of a regular CTF. Instead of creating a frequency vector
for only k-mers CTFs, a frequency vector for 1-mers to k-mers CTFs is used as an input

vector.

3.4.2 RNA Features

Improved 4-mers CTFs were created for both primary sequence (represented by 4 nucleotides)
and secondary structure sequence (represented by 2 classes) to produce a final input vector

of length 370 (Figure 3.5).

=
° ‘ Frequency vector of 1-mer CTF (4%) ‘
Q
S ‘ Frequency vector of 2-mer CTF (42) ‘
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Figure 3.5: Extraction of RN A features from RPITER.
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3.4.3 Protein Features

Improved 3-mers CTFs were created for both primary sequence (represented by 7 classes)
and secondary structure sequence (represented by 3 classes) to produce a final input vector

of length 438 (Figure 3.6).

[
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Figure 3.6: Extraction of Protein features from Improved CTF.

3.5 Language-based Feature Generation

For the model with language-based features, we fed RNA features from BERT-RBP and
protein features from ESM-1b models into the EDLMFC model (Figure 3.7). This feature
set containing ESM-1b and BERT-RBP features will henceforth be referred as ESM/BERT.

3.5.1 BERT-RBP RNA Features

We downloaded 4 different pre-trained DNABERT models from https://github.com/jerryji1993/

DNABERT. Each model had been pretrained on DNA CTF sequences with k values ranging
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BERT-RBP RNA
Features

EDLMFC

ESM-1b Protein
Features

Figure 3.7: Language-based model. BERT-RBP RNA features and ESM-1b protein
features were fed into the EDLMFC model.

from 3 to 6. These models were named DNABERT k-mers for different values of k ranging

from 3 to 6. Each value of k represents different CTF lengths in the input DNA sequence.

Matrix N

RNA Feature Vector

GGGCUAUUAGAC
GGGCTATTAGAC

nx768
-

= wd 768x1

’ GGG GGC GCT CTA TAT ATT TTA TAG AGA GAC

Figure 3.8: Extraction of RNA features from BERT-RBP. The diagram shows the
extraction process for a model trained on 3-mers CTFs. So, the CTFs used here are also of
size 3. The same process can be done for other CTFs.

We fine-tuned each pre-trained DNABERT model using RNA sequences represented with
appropriate size CTFs. For instance, pretrained DNABERT _3mers model was fine-tuned
with RNA sequences represented as 3-mers CTFs. All the U nucleotide residues in the

sequence were converted to T to make the RNA sequence compatible with DNABERT model.
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Fine-tuning was done on the task of classifying if a given RNA sequence binds to any protein
or not. We used RNA sequences from a single protein-RNA complex of an mRNA-binding
protein TTAL1. Only the ncRNA sequences that bind to TIAL1 were used to fine-tune the
model, and fine-tuning was done for only 3 epochs because the pre-training process took
a lot of time, up to 20 hours for each k-mers model. This fine-tuned model was used to
produce RNA features from RNA sequences in training and testing for RPI prediction.
The process of extracting RNA-feature vector from fine-tuned BERT-RBP model is shown
in Figure 3.8. First, U’s in the RNA sequence are replaced with T’s. Next the sequence
is converted to CTFs. When the CTF sequence is fed to fine-tuned BERT-RBP model, a
representation matrix in 768 dimensions is produced. We average the values at each position
of the sequence to get a final RNA vector of size 768. In total, 4 input vectors were created

from each RNA sequence for each k-mer values from 3 to 6.

3.6 ESM-1b Protein Features
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Figure 3.9: Extraction of Protein features from ESM-1b.

ESM-1b model was used directly to generate protein representation features (Figure 3.9).

28



First, a protein sequence, without transforming to CTF's, was passed through the ESM-1b
model.

When a protein sequence is fed into this model, the model produces a representation
matrix in 1048 dimensions. We average the values at each position of the sequence to get
a final protein vector of size 1048. For protein sequences longer than 1022 residues, the
sequence was broken down into chunks of size 1022 or less and stacked together. Then the

values were averaged at each position to generate the final protein features vector.

3.7 Bonus: Combined Feature Generation

&BERT—RBP +
PITER) RNA
Features

EDLMFC &=

ESM-1b +
RPITER) Protein
Features

Figure 3.10: Combined Features.

As a bonus, we concatenated RNA features from RPITER and BERT-RBP to produce
a combined RNA feature and we concatenated protein features from RPITER and ESM-1b.

We fed these features to the EDLMFC model (Figure 3.10).

3.7.1 All models

In total, there were 9 total feature sets used (Figure 3.11). There is one baseline model
with RPITER features (left panel), 4 ESM/BERT feature models (middle panel), 1 for each
fine-tuned BERT-RBP model, and 4 combined feature models (right model). Each model

was trained with each dataset.
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Bonus Experiment

4x

RPITER RNA BERT-RBP RNA S
Features Features ~
EDLMFC .\:I EDLMFC 1:'
ESM-1b +
ESM-1b Protein RPITER) Protein
Features

RPITER Protein
Features

Baseline feature and model Our feature and model Combined features and model

Figure 3.11: Overview of all models used. One baseline model with RPITER features
was created (left). 4 models with protein features from ESM-1b and RNA features from
BERT-RBP (using 4 different fine-tuned models pretrained on k-mers of 3 to 6) were used
(middle). 4 more models where the features from RPITER and ESM/BERT were
combined were used (right).

3.8 Performance Metrics

5-fold cross-validation (CV) was used to evaluate the performance of the model and to
compare it with other results. In k-fold cross-validation, the dataset is randomly distributed
among k different groups. Then, for each fold from 1 to k, the given fold is held out for
testing while the remaining folds are used for training. After training and testing the model
for k times using different fold datasets, the error estimates of the model among the iterations
are averaged. The averaged error estimate represents the error rate of the model.

Based on the true nature of a protein-RNA pair and its classification, the output can be
described as follows.

True Positive (TP): The pairs of RNA and Protein that interact with each other and
are classified as interacting pairs.

True Negative (TN): The pairs of RNA and Protein that do not interact with each
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other and are classified as not-interacting pairs.

False Positive (FP): The pairs of RNA and Protein that do not interact with each
other but are classified as interacting pairs.

False Negative (FIN): The pairs of RNA and Protein that interact with each other but
are classified as non-interacting pairs.

The performance metrics in Figure 3.12 were calculated using these four parameters.

TP + TN
ACC =
TP + TN + FP + FN
P
TPR = —
TP + FN
TN
TNR =
TN + FP
P
PPV = —
TP + FP
TP x TN — FP x FN
MCC

- (TP + FP)(TP + FN)(TN + FP)(TN + FN)

_ 2x TPR x PPV
= TPR+ PPV

Figure 3.12: Performance Metrics.
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Chapter 4

Results and Discussion

4.1 Results

We compared the performance of the model when the features were from RPITER (base-
line), ESM-1b and BERT-RBP (ESM/BERT) for 4 k-mers values, and from RPITER and
ESM/BERT combined (Combined) for 4 k-mers values. The comparisons were done for each

of five datasets.

In RPI369 dataset, RPITER features performed the worst (accuracy of 0.52) than any
other datasets or any other features (Figure 4.1). In comparison, generally both the ESM/BERT
features and combined features showed improved accuracy. Among ESM/BERT features,
4-mers features performed the best with an increased accuracy of 7.8%. 6-mers ESM/BERT
was an exception where these features had reduced accuracy by 7.8% as compared to the
RPITER features. All combined features performed better than baseline and ESM/BERT
features; the best performer (3-mers features) increased the accuracy by 30.6%.

In RPI488 dataset, the baseline RPITER features produced an accuracy of 0.68 (Figure
4.2). In comparison, the ESM/BERT features showed reduced accuracy (-8.1%, -1.9%, -
0.3%, and -1.6% respectively). On the other hand, the combined features had more than

10% improved accuracy from 3-mers, 5-mers, and 6-mers features. 4-mers combined features
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showed a decline of 1.5%.

In RPI1807 dataset, the baseline RPITER features produced an accuracy of 0.97 (Figure
4.3). In comparison, the ESM/BERT features had similar accuracy, within +/- 0.1%. On
the other hand, combined features showed a slight decrease in accuracy ranging from -0.1%

to -0.8%.

In RP12241 dataset, the baseline RPITER features produced an accuracy of 0.86 (Figure
4.4). In comparison, the ESM/BERT features showed an increased accuracy from 1.9% to

2.9%. Similarly, combined features consistently increased accuracy from 2.2% to 2.4%.

In NPInter dataset, the baseline RPITER features produced an accuracy of 0.95 (Fig-
ure 4.5). In comparison, the ESM/BERT features performed similarly, with improvements
up to 0.3% and degradation up to -0.4%. Similarly, combined features showed accuracy

improvement from -0.1% to 0.5

When we took the average of performance along all datasets, the baseline RPITER
features produced an accuracy of 0.81 (Figure 4.6). In comparison, ESM/BERT features
showed decline in accuray up to -1.0% and improvement up to 1.3%. On the other hand,

combined features consistently increased accuracy from 3.6% to 6.5%.

In summary, compared to baseline RPITER features, both ESM/BERT and combined
features had a very similar performance in all datasets except for some exceptions (Figure 4.1
- 4.5). In the RPI488 dataset, the combined features performed better than both RPITER
and ESM/BERT features (Figure 4.2). In the RPI369 dataset, the overall performance was
low; nevertheless, the ESM/BERT features performed better than the RPITER base fea-
tures, and the combined features performed better than both the RPITER and ESM/BERT
features (Figure 4.1). On average, the combined features performed slightly better than the

other two feature sets (Figure 4.6).
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4.2 Discussion

We chose to use the EDLMC model (CNN-BLSTM-FN) because it was a state-of-the-art
model and performed better than the RPITER model. However, EDLMFC only used a
subset of RNA-protein pairs in RPITER datasets for training and testing. These subsets
only contained the RNA sequences for which the secondary structures could be predicted;
furthermore, only the proteins associated with these RNAs were included. Since we wanted
to test our models/features on a large dataset, we used RPITER datasets and their features
for baseline. As a result, the performance of the baseline model with RPITER features
was poor compared to EDLMFC’s published metrics. This could mean that EDLMFC does
not perform well only on the subset of datasets. Because we used the EDLMFC model for
all our experiments and the only differences were input features, we can still compare the
significance of the features used in our experiments.

For the most part, as compared to RPITER features, the features from BERT-RBP
and ESM-1b models showed similar performances in all datasets. Only in RPI369 the
ESM/BERT and combined features perform better than RPITER base features. First,
the overall low performance with all feature sets in RPI369 maybe because this dataset was
the smallest and the models could not learn fully from a small training dataset. Moreover,
RPI369 is a subset of RP12241 dataset; it does not include ribosomal proteins or ribosomal
RNAs. The overall performance is very high in RP12241 as compared to RP1369; although
the large training size could have the performance, it could also mean that the models learn
ribosomal proteins’ and RNAs’ features better. In RP1369, ESM/BERT features performed
better than RPITER features, which could mean that ESM-1b and BERT-RBP models
can extract more information from non-ribosomal proteins and RNAs. Since the combined
features produced even better results, it could mean that RPITER features ESM/BERT
features encoded somewhat different information in RPI369 and RPT 488.

Also, it cannot be guaranteed that the combined features perform better than the RPITER

or ESM/BERT features separately. Only in RPI1488 and RPI369, the two smallest datasets,
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the combined features produced noticably improved performance than the other features.
This suggests that in smaller datasets, ESM-1b and BERT-RBP features do not learn all
features that are present in RPITER features. But as the training datasets become larger,
they perform at the same level as RPITER features, indicating that they have automatically

learned features in RPITER feature sets.

There is no single winner for the choice of k-mers representation of RNAs in ESM/BERT
model. So, any combination of k-mers for RNA and proteins used to train NLP models
could extract similar information given a large dataset. This provides a solution to deciding
which value of k in CTF provides the best feature; after all, the language-based models learn

similarly with all k values.

The biggest takeaway from these experiments can be that ESM/BERT features can cap-
ture secondary structure information (manually encoded in RPITER features) from the RNA
and protein sequences. In most instances, BERT-RBP and ESM-1b features performed sim-
ilar to the improved CTF features. Since improved CTF depends on both primary sequence
and secondary structure, we can assume that the features from the two transformer models
capture at least the primary sequence and secondary structure information. ESM-1b and
BERT-RBP also provide the advantage of automatic feature generation without depending
on human expertise or other tools to get a secondary structure or tertiary structure. It

provides a generalizable solution that may be used for other biosequence-related tasks.

There are still some improvements that can be done in the generation of ESM/BERT
features. While fine-tuning the BERT-RBP model, we used only the RNAs binding to the
TIAL1 protein because of constraints in time and computing cost. TIAL1 protein is an
mRNA binding protein with three RNA recognition motifs, and these motifs bind to ade-
nine and uridine-rich regions of several mRNAs and preemRNAs. So, the model learned
representations of adenine and uridine-rich motifs and may be better suited for mRNAs. As
a result, the representations may not have generalized very well with our ncRNA dataset.

We may expect better performance if we fine-tune the BERT-RBP model with more repre-
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sentative ncRNAs. Rather than using only one RBP complex for fine-tuning, we can choose
several RBP complexes of several types. Nevertheless, comparable performance in current
ESM/BERT features also indicates that the models learned features that might be universal
to both coding and noncoding RNAs.

BERT-RBP fine-tuning was also done only 3 epochs because of time and computing
cost constraints. At the end of fine-tuning, the accuracy was around 75%. With good
computing resources and representative fine-tuning data, we can fine-tune for longer epochs
until the accuracy increases. The representations produced would be more generalizable
toward ncRNA sequences.

ESM just released their second version of the pre-trained model, which was trained on a
larger amount of protein sequences. Using this version would be much recommended in the
future experiments.

In summary, our experiments suggest that features from ESM-1b and BERT-RBP may
be a good candidate in studying biosequences than manually collecting and creating features
from secondary and tertiary structures. This allows an easier, faster, and automatic way of
analyzing biosequences and creating classification models from them. We can improve the
features by fine-tuning our BERT-RBP models with more representative RNA sequences and
for a longer duration. The next consideration could be using the RPITER model instead of

EDLMFC, to get better performance with RPITER features.
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Figure 4.1: Performance in RPI369 dataset: (a) Chart for comparison of accuracy

across the feature sets, (b) Table for different performance metric values across the feature
sets.
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Figure 4.2: Performance in RPI488 dataset: (a) Chart for comparison of accuracy
across the feature sets, (b) Table for different performance metric values across the feature
sets.
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Figure 4.3: Performance in RPI1807 dataset: (a) Chart for comparison of accuracy

across the feature sets, (b) Table for different performance metric values across the feature
sets.
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Figure 4.4: Performance in RPI2241 dataset: (a) Chart for comparison of accuracy

across the feature sets, (b) Table for differeni 0pelrformalrlce metric values across the feature
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Figure 4.5: Performance in NPInter dataset: (a) Chart for comparison of accuracy
across the feature sets, (b) Table for different performance metric values across the feature

sets.
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Average Among All Datasets
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Figure 4.6: Average performance among all datasets: (a) Chart for comparison of
accuracy across the feature sets, (b) Table for different performance metric values across
the feature sets.
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Chapter 5

Conclusion

Features from BERT-RBP and ESM-1b have been shown to extract various information
about RNA and protein from their sequences only. We tried to use the representations
from these models as input vectors to an RNA-protein interaction prediction model with
the hypothesis that the representations would capture the features that are necessary for

RNA-protein interaction.

We used a state-of-the-art CNN-BLSTM model to test our features. Overall, ESM/BERT
features provided comparable performance to the manually created RPITER features. The
ESM/BERT features produced accuracies that were very close to the accuracy from RPITER
features in all datasets except RPI369. In RPI369 dataset, ESM/BERT features showed
increased accuracy of up to 7.8% as compared to that of the RPITER features. This purports
the idea that ESM/BERT features as a suitable candidate for feature generation in RPI
prediction. At the very least, the ESM/BERT features encode the information that has
been encoded in RPITER features. In addition to its equal or better performance, the

ESM/BERT features simplify, speed up and automate feature generation.

Although the combined features improved the accuracy of RPI for the most part, the
improvements were most noticeable only in RPI369 and RPI488 datasets, the two small

datasets. This suggests that the RPITER features, and ESM /BERT features encoded differ-
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ent information regarding RPI; hence, these features are additive in producing an improved
performance. However, when the datasets are large, the combined features are similar to
other features, indicating that RPITER features, and ESM/BERT features learned similar
information from the RNA and protein. This also points to the idea of ESM/BERT features
being a suitable candidate for RPI prediction.

In conclusion, these results provide support to the idea that these language-based models
could provide a simple, automatic, and fast method to feature generation. The researcher
can focus on model development rather than trying to come up with new features. At
present, a lot of sequence data are available; however, their secondary and tertiary structure
data are not readily available for all these sequences. In such cases, we can use ESM-1b
and BERT-RBP, or other language-based models, to generate features from sequences only
and use them for RPI classification or any other analytical tasks. ESM-1b and BERT-RBP,
the Transformer models, improve with an increase in data that they are trained on. With
new sequence data being created regularly, these models can produce more representative

features, and, thus, help further in biosequence analytics.
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